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Preformer: Predictive Transformer with Multi-Scale
Segment-wise Correlations for Long-Term Time Series Forecasting
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Abstract

Transformer-based methods have shown great po-
tential in long-term time series forecasting. How-
ever, most of these methods adopt the standard
point-wise self-attention mechanism, which not
only becomes intractable for long-term forecast-
ing since its complexity increases quadratically
with the length of time series, but also cannot ex-
plicitly capture the predictive dependencies from
contexts since the corresponding key and value
are transformed from the same point. This paper
proposes a predictive Transformer-based model
called Preformer. Preformer introduces a novel
efficient Multi-Scale Segment-Correlation mech-
anism that divides time series into segments and
utilizes segment-wise correlation-based attention
for encoding time series. A multi-scale structure
is developed to aggregate dependencies at differ-
ent temporal scales and facilitate the selection of
segment length. Preformer further designs a pre-
dictive paradigm for decoding, where the key and
value come from two successive segments rather
than the same segment. In this way, if a key seg-
ment has a high correlation score with the query
segment, its successive segment contributes more
to the prediction of the query segment. Exten-
sive experiments demonstrate that our Preformer
outperforms other Transformer-based methods.

1. Introduction

Long-term time series forecasting has a wide range of
real-world applications such as financial investment, traffic
management, and electricity management. Existing deep
learning-based methods can be divided into three categories,
i.e., RNN-based models (Qin et al., 2017; Lai et al., 2018;
Song et al., 2018; Salinas et al., 2020), TCN-based models
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(Borovykh et al., 2017; Sen et al., 2019) and Transformer-
based models (Vaswani et al., 2017; Wu et al., 2020). RNN-
based methods suffer from the problem of gradient vanish-
ing, gradient exploding, and lack of parallelism. TCN-based
methods need deeper layers to achieve larger local recep-
tive fields. For both categories of methods, signals must
pass through a long path between two far-away temporal
locations, hence the number of operations required to asso-
ciate two elements increases with their temporal distance.
Differently, transformer-based methods directly model the
relationships between any element pairs and can better cap-
ture long-term dependencies, which is crucial for long-term
forecasting.

On the other hand, the standard self-attention mechanism
of Transformer calculates all similarities between any ele-
ment pairs, where the computational and space complexities
increase quadratically with the length of the time series.
Recent works (Li et al., 2019; Kitaev et al., 2019; Zhou
et al., 2021) explore different sparse attention mechanisms
to suppress the contribution of irrelevant time steps and
ease the computational pressure. These models still perform
dot-product attention to time steps individually and utilize
the point-wise connections to capture temporal dependen-
cies. However, a single point may have limited influence
on predicting the future. Autoformer (Wu et al., 2021) con-
ducts the series-wise dependencies discovery by performing
Auto-Correlation of the time series to the top-k time delayed
series. The aggregation operation acts on the whole delayed
series and complicated Fourier transforms are required for
Auto-Correlation.

These methods perform the correlation either at the point
level or at the overall series level, which not only require
high computational redundancy to intensively tackle point
pairs or perform time-frequency domain transformations,
but also do not directly reflect the true dependencies within
the time series. For instance, in traffic flow forecasting, the
flows of a single previous time point and the shifted whole
time series may have limited contribution on the flow of
the future period. There exist stronger correlations at the
segment level, e.g., the flow at evening today should be
more related to the flow at evening yesterday than the flow
of other time periods any day and the flow of a period that
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Figure 1. (a) Segment-Correlation with the conventional paradigm. (b) Segment-Correlation with the predictive paradigm. The blue,
green, and orange nodes represent the queries, keys and values generated by different segments (different time periods), respectively. The
gray part in the time series is the segment to be predicted. Multiplication and addition represent weighted aggregation operations. c; is the
correlation score between (; and K;. In the predictive paradigm, to obtain the output Y; at the current segment %, the similarity between
Qi—1 at the previous segment 4 — 1 and the key K; is used as the weight of the value V41 in the aggregation operation.

has passed a long time ago.

To this end, we propose a novel sparse attention mechanism
called Multi-Scale Segment-Correlation (MSSC). Segment-
wise correlation not only reduces the amount of calculation
since the number of segments is much smaller than the num-
ber of points, but also better explore the locality of neighbor-
ing points. The length of segment is a critical hyperparame-
ter. Long segments ignore fine-grained information while
short segments have high computational redundancy. To
tackle this issue, MSSC performs correlation calculations
and fusion on multiple segment lengths, i.e., multi-scale
resolutions, while maintaining low complexity.

Standard attention paradigm can be applied to MSSC for
time series encoding, but it is not well suited for forecasting
since the unknown prediction segment generates the query
by itself to predict itself. For prediction tasks, it is more
reasonable to utilize the query of the previous segment to
generate the prediction of the unknown segment. In this case,
if the given query for prediction is similar to keys of some
segments, their next segments rather than these segments
themselves should contribute more to the prediction. As
shown in Figure 1, when we predict the flow at evening
today given the flow at noon, we use the given flow at
noon as the query rather than perform correlation for the
unknown evening flow. If the flow at noon today is highly
correlated with the flow at noon yesterday, then the flow of
this evening should largely depend on the flow at evening
yesterday rather than the flow at noon yesterday.

Motivated by this, we further propose a Predictive Multi-
Scale Segment-Correlation (PreMSSC), where current seg-
ment output Y; can be obtained via using the previous seg-
ment ();_1 to query all segments { K, K, ...} and weight-
ing the values of their next segments {V2, V3, ...} by the
calculated correlations. We derive our predictive model,
namely Predictive Transformer (Preformer), via replacing

the standard self-attention and cross-attention in the original
Transformer model with MSSC and PreMSSC, respectively.

The main contributions of this paper are as follows:

* We propose a novel MSSC mechanism to replace the
canonical point-wise attention mechanism, which can
increase the efficiency, extract more relevant informa-
tion from the time series, and avoid the selection of
segment length.

* We design a PreMSSC paradigm for forecasting by
introducing a one-segment delay between the keys and
their corresponding values. We develop a long-term
forecasting model namely Preformer based on MSSC
and PreMSSC.

» Extensive experiments show that our Preformer model
achieves better forecasting performance than other
Transformer-based prediction models.

2. Related Work

Time Series Forecasting. Early works on the TSF problem
are based on classical mathematical models such as vector
autoregression (VAR) (Liitkepohl, 2005) and auto regres-
sive intergrated moving average (ARIMA) (Box et al., 2015).
Support vector regression (SVR) (Cao & Tay, 2003) intro-
duces a traditional machine learning method to regress the
future. Gaussian Process (Roberts et al., 2013) predicts the
distribution of future values without assuming any certain
form of the prediction function. However, all these classical
models can not handle complicated data distributions or
high-dimensional data.

With the development of deep learning, neural networks
have shown stronger modeling ability than classical models.
Recurrent Neural Network (RNN) (Connor et al., 1992) and
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Temporal Convolution Network (TCN) (Oord et al., 2016;
Bai et al., 2018) are two common types of deep models for
modeling sequence data. LSTNet (Lai et al., 2018) com-
bines convolutional layers and recurrent layers to capture
both long-term and short-term dependencies. There are also
some works (Qin et al., 2017; Song et al., 2018) that in-
troduce additional attention mechanism to RNN to achieve
better performance in forecasting. However, RNN-based
models suffer from the gradient vanishing and gradient ex-
ploding problem. Popular variants of RNN such as LSTM
(Hochreiter & Schmidhuber, 1997) and GRU (Chung et al.,
2014) can not solve this problem fundamentally. The lack
of parallelizability is another main limitation of RNN-based
models. Benefiting from the good parallelism of convolu-
tion operations, TCN-based models (Borovykh et al., 2017;
Sen et al., 2019) have also achieved good results in time
series tasks. Both RNN-based and TCN-based models do
not explicitly model the dependencies between two far-away
temporal locations, and the information exchange between
them must go through a long path.

Transfomer-based models. Transformer (Vaswani et al.,
2017) was originally proposed as a sequence-to-sequence
model in natural language processing to deal with machine
translation. Due to its powerful modeling capabilities, it has
even been widely applied in processing non-sequential data
such as images (Dosovitskiy et al., 2020; Carion et al., 2020).
Self-attention plays an important role for explicitly discov-
ering the dependencies between any element pairs, but both
the time and space complexities increase quadratically with
the length of the sequence, which limits the application of
Transformer in long-term forecasting.

Therefore, various spare self-attention mechanisms have
been proposed in recent years. Logfomer (Li et al., 2019)
proposes LogSparse self-attention which selects elements
in exponentially increasing intervals to break the memory
bottleneck. Informer (Zhou et al., 2021) defines a sparsity
measurement for queries and selects dominant queries based
on this measurement to obtain ProbSparse self-attention.
These works use point-wise dot product to compute attention
score, and differ in the way of selecting point pairs.

AutoFomer (Wu et al., 2021) develops an Auto-Correlation
mechanism to replace self-attention, which utilizes series-
wise correlation instead of point-wise dot product. In this
work, we introduce a new Segment-Correlation mechanism
to explore the context information within neighboring points
and capture the segment-wise correlation in the sequence.
Our method differs from the Auto-Correlation mechanism in
the way of correlation computation and aggregation. Instead
of the complicated Fast Fourier Transforms calculation in
Auto-Correlation, we directly segment the time series based
on implicit period and compute the correlation between
segments. Benefiting from the simplicity and intuitiveness

of Segment-Correlation, we have customized a multi-scale
structure and predictive paradigm for long-term forecasting.

3. Method
3.1. Problem Definition

Multi-horizon time series forecasting aims to predict values
at multiple future time steps. Typically, given the previous
time series X1.,, = {z1,%2,..., 7, }, where 7, € R
and d, is the dimension of the variable, we aim to predict
the future values Yz, 11.t04++ = {Uto+1> Yto+2, - - - s Yto-+r |
where 3, € R% is the prediction at every time step ¢ and
d, is the dimension of the output variable. The prediction
model f can be formulated as:

Viettitotr = F(X1405 ), (1)

where YtUH:tOJFT is the predicted time series and {2 is the
learnable parameters of the model. For long-term forecast-
ing, the future time duration 7 to be predicted, is longer. The
problem can be categorized into two types based on whether
the dimension of the output variable d,, is larger than one:
univariate forecasting and multivariate forecasting.

3.2. The Preformer Model
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Figure 2. The overall framework of the Preformer model.

As shown in Figure 2, the overall architecture of Preformer
is similar to the vanilla Transformer. We replace the dot-
product self-attention in Transformer with MSSC and re-
place the cross-attention with PreMSSC. Time series de-
composition methods which deconstruct time series into
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several components are widely used in time series analy-
sis. Decoupling the time series into several components has
been shown to be helpful for forecasting tasks (Taylor &
Letham, 2018; Oreshkin et al., 2019). Here we use the series
decomposition module proposed in Autoformer (Wu et al.,
2021) to decompose the time series into trend and seasonal
components. A fully connected layer is added to convert the
decoder output into prediction values, which will be used to
compute the MSE loss £ ;g with the ground truth.

Model inputs. The way the original time series is input to
the Preformer (encoder and decoder) is consistent with Aut-
oFormer (Wu et al., 2021). Following other methods (Zhou
et al., 2021; Wu et al., 2021), we utilize additional time-
dependent features (e.g., a set of dummy variables like hour-
of-the-day, day-of-the-week, etc) called covariates as parts
of inputs. Specifically, we concatenate the values of the past
original time series X1.;, and covariates C'.;, to derive the
inputs of the Preformer encoder X;.¢, = [X1.4,; C1.4,]- Be-
cause these covariates can be predetermined (e.g. the hour-
of-the-day at any time), we also use Ct,41:1,+- as parts of
the decoder inputs. Before being fed to the MSSC module,
inputs to the encoder and decoder are transformed into the
feature dimension through an embedding layer which has
been widely used in Transformer-based models.

Encoder. The encoder consists of N identical layers,
where each layer consists of a MSSC module and a feed for-
ward network each followed by a series decomposition mod-
ule with residual connections. The input of the encoder is
AX1.4,, which includes the past time series values and covari-
ates. The series decomposition module passes the inputs X’
through an average pooling layer to get the trend component
Xtrend and subtracts the trend component from the inputs
to get the seasonal component X'$¢25°n = Y — xtrend Aj]
decomposition modules in the encoder eliminate the trend
component, which makes the encoder focus on seasonal
pattern modeling.

Decoder. The decoder consists of M identical layers. Dif-
ferent from the encoder, there is an additional PreMSSC
module where key and value matrices are transformed from
the outputs of the encoder in each decoder layer. The in-
puts of the decoder include two components: seasonal and
trend components. Each component is composed of two
parts: information from the latter half part of the original
time series and placeholders filled by scalars. Specifically,
the latter half part of the original time series Xpqi¢ (i.€.,
Xto/2:1,) are decomposed into X ;777" and X };’;7;’:“1, which
will be concatenated with placeholders to get seasonal inputs
[X ﬁ;‘i?on,Xg] and trend inputs [X fl’(fl?d,Xmmn], where
X0, Xmean € R7*4 denote the placeholders filled with
zero and the mean of X4 ¢ respectively. The decompo-
sition modules in the decoder extract the trend part from
hidden variables progressively, which is finally added to the

seasonal part to derive the output.

An additional fully connected layer takes the output of the
decoder as input, and it generates final prediction values
YVto-‘rl:to-’-T c RTXdy .

3.3. Segment-Correlation

Segment-Correlation is the key module in Preformer, which
performs segment-wise attention instead of point-wise at-
tention. We denote the input of each Segment-Correlation
module as H € RY*¢, where L and d are the length and
dimension of the input respectively. Formally, for the sin-
gle head situation, the input series H will be projected by
three projection matrices to obtain the query, key and value,
ie, Q = HWy,, K = HW;,,V = HW,,. Then all the @,
K and V are segmented into several segments having the
same length Lseg: {Q1,Q2,...,Qm}, {K1, Ko, ..., K, },
{Vi,Va,...,V,,}, where Q; € REseaxd| |, € REseaxd
V; € Rlaegxd m, n denote the number of segments, and
Leg4 is a hyperparameter that determines the computational
complexity via controlling the length of segments.

The correlation measurement c;; between any pair of query
segment (); and key segment K; can be computed by the
function:

1

¢i; = Correlation(Q;, K;) = m

QioOK;, (2
where © is the dot product operator between two matrices
of the same size. For each query segment (;, whose cor-
relation measurements with all the key segments will be
normalized by the Softmax function to obtain the aggrega-
tion weight:

S Cin). (3)

Ci1,Cioy e v vy Cin = Softmax(cﬂ, Ci2, . -

The output at the position of the i-th segment Y; is the

weighted sum of all the value segments {V; | j = 1,...,n}:
Y=Y &V )
j=1

Lastly, output of the Segment-Correlation module can be
obtained by concatenating all the Y; along length dimension:

SC(H; Lseg) = Concat(Y1,...,Yy), (5)

where SC is the abbreviation of Segment-Correlation. The
output of multi-head Segment-Correlation can be computed
by concatenating and projecting the outputs of all heads
described above. We omit the formulation since it is similar
to the canonical multi-head attention (Vaswani et al., 2017).

Multi-Scale Segment-Correlation. Since L., deter-
mines the resolution of the smallest unit involved in
the Segment-Correlation calculation, a large L., means
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Figure 3. Segment-Correlation (upper left), predictive paradigm (bottom Left) and the multi-scale architecture (right). In Segment-
Correlation, the query, key and value are segmented evenly. Then the correlation measurements between all segments are calculated, and
the derived weights are used to aggregate the value segments to get the output. Only the query of the i-th segment Q; and the output Y;
are illustrated here for simplicity. In the multi-scale structure, each scale level is a Segment-Correlation module with or without predictive

paradigm, representing MSSC and PreMSSC respectively.

that the coarse-grained temporal dependencies in the
time series can be captured, while Segment-Correlation
with a small L., can capture fine-grained dependencies.
To attenuate the impact of hyperparameter L., selec-
tion on performance, we propose Multi-Scale Segment-
Correlation (MSSC) by fusing the output of multiple
Segment-Correlation with different L,.,. Specifically, as
the scale level increases, we start with a small initial segment
length L and increase the segment length exponentially,
ie., [; = 2'Lgy, where | € {0,1,...,lnas} denotes the
scale level and 4, = LlogQ(L%)J. The input H is passed
through these Segment-Correlation layers of different scale
levels to obtain the outputs of the corresponding scale levels.
We aggregate the outputs of all scale levels to get the output
of the entire MSSC module, where the weight of the [-th
level o is set to decrease exponentially as the scale level
increases. Therefore, MSSC can be formulated as:

lnLam
MSSC(H) = Y oy - SC(H;2'Ly),
=0
2[
l?‘!LL!(L‘ '
21:0 2l

Predictive paradigm. In the decoding phase, the query
for the period to be predicted is its preceding segment rather
than itself. Therefore, if some segments with respect to keys
are highly relevant to the query, their future segments rather
than themselves should contribute more to the prediction of
the query. Inspired by this intuition, we propose a predic-
tive paradigm for cross-attention by introducing a segment
delay between the keys and their corresponding values. The

(6)

o] =

basic idea of the predictive paradigm is shown in Figure 1,
Section 1. For Segment-Correlation without the predictive
paradigm, the output at the position of the ¢-th segment Y;
is obtained according to Equation (4). If we reformulate ¢;;
as ¢(qQ,,x;)» then we have:

Y=Y éux)Vs (7)

j=1

There are two differences between the predictive paradigm
and the non-predictive paradigm. Firstly, to get the output
of the current segment Y;, the query of the previous seg-
ment ();_; is used to calculate correlations with the keys
of all segments { K7, ..., K, _1}. Secondly, the correlation
¢(Q;_1,x;) corresponding to the key of a certain segment
K is regarded as the weight of the next segment V1 to
aggregate values. That is, the segment of value is delayed
by one segment relative to the segment of the corresponding
key. Therefore, we can obtain Y; by the following equation:

n—1

V1= ¢Qu.x,)Vitt
= (8)

n—1

Y, = Zé(Qi—lij)‘/j+1’ i>1.
j=1

3.4. Complexity Analysis

For Single-Scale Segment-Correlation, if the segment length
Lsey = Lo, the computational complexity is O(L?/Ly).
For Multi-Scale Segment-Correlation, the computational
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Table 1. Multivariate time-series forecasting results on six datasets

Models Preformer Autoformer Informer LogTrans LSTNet LSTM TCN

Metric MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE
« 96 0213 0.295 | 0.255 0339 | 0365 0453 | 0.768 0.642 | 3.142  1.365 | 2.041 1.073 | 3.041 1.330
E 192 | 0269 0.329 | 0.281 0.340 | 0.533 0563 | 0.989 0.757 | 3.154 1369 | 2249 1.112 | 3.072 1339
5 336 | 0324 0.363 | 0.339 0.372 | 1.363 0.887 | 1.334 0.872 | 3.160 1.369 | 2.568 1.238 | 3.105 1.348
720 | 0.418  0.416 | 0422 0419 | 3379 1388 | 3.048 1.328 | 3.171 1.368 | 2.720  1.287 | 3.135 1.354

2z 96 0.180  0.297 | 0.201 0317 | 0274 0368 | 0.258 0357 | 0.680 0.645 | 0.375 0437 | 0985 0.813
g 192 | 0.189  0.302 | 0.222 0.334 | 0296 0386 | 0.266 0368 | 0.725 0.676 | 0.442 0473 | 0996  0.821
3 336 | 0201 0319 | 0.231 0338 | 0300 0.394 | 0280 0.380 | 0.828  0.727 | 0.439 0473 1.000  0.824
o 720 | 0232 0.342 | 0.254 0361 | 0373 0439 | 0.283 0376 | 0957 0.811 | 0980 0.814 | 1.438 0.784
o 96 0.148  0.282 | 0.197 0.323 | 0.847 0.752 | 0.968 0812 | 1.551 1.058 1.453 1.049 | 3.004 1432
_§ 192 | 0268 0378 | 0.300 0.369 | 1204  0.895 1.040  0.851 1.477 1.028 1.846  1.179 | 3.048 1.444
S 336 | 0.447 0499 | 0.509 0524 | 1.672  1.036 1.659 1.081 1.507 1.031 2.136 1.231 3.113 1.459
= 720 | 1.092  0.812 | 1.447 0941 | 2478 1.310 | 1.941 1.127 | 2.285 1.243 | 2984 1427 | 3.150 1458
o 96 0.560 0.349 | 0.613 0.388 | 0.719 0391 | 0.684 0384 | 1.107 0.685 | 0.843  0.453 1.438  0.784
= 192 | 0.565 0.349 | 0.616 0.382 | 0.696 0379 | 0.685 0390 | 1.157 0.706 | 0.847  0.453 1.463  0.794
E 336 | 0577 0.351 | 0.622  0.337 | 0.777 0420 | 0.733 0408 | 1.216  0.730 | 0.853 0455 1.479  0.799
720 | 0.597  0.358 | 0.660 0.408 | 0.864 0472 | 0.717 0396 | 1481  0.805 1.500  0.805 1.499  0.804

5 96 0.227  0.292 | 0.266 0.336 | 0300 0384 | 0458 0490 | 0594 0.587 | 0369 0.406 | 0.615  0.589
e 192 | 0275  0.322 | 0307 0.367 | 0.598 0544 | 0.658 0.589 | 0.560  0.565 | 0.416  0.435 | 0.629  0.600
§ 336 | 0324 0352 | 0359 0395 | 0578  0.523 | 0.797 0.652 | 0.597  0.587 | 0.455 0454 | 0.639  0.608
720 | 0.394 0393 | 0419 0428 | 1.059 0.741 | 0.869 0.675 | 0.618 0.599 | 0.535 0.520 | 0.639 0.610

24 3.143 1.185 | 3.483 1.287 | 5764 1.677 | 4480 1444 | 6.026 1.770 | 5914 1.734 | 6.624  1.830

= 36 2.793  1.054 | 3.103 1.148 | 4.755 1.467 | 4799 1467 | 5340 1.668 | 6.631 1.845 | 6.858 1.879
= 48 2.845 1.090 | 2.669 1.085 | 4763  1.469 | 4.800 1.468 | 6.080 1.787 | 6.736 1.857 | 6.968 1.892
60 2957 1124 | 2770  1.125 | 5264 1.564 | 5278 1.560 | 5548 1.720 | 6.870 1.879 | 7.127 1918

! Reported metrics except Preformer all come from the Autoformer paper (Wu et al., 2021).

complexity is the sum of all scales, which is still at the
same computational level as O(L?/ L) benefiting from the
exponential increase in segment length. We demonstrate
this in Appendix B due to space limitations.

Most other sparse mechanisms introduce some extra oper-
ations, such as selections of dominant queries in Informer
and fast Fourier transform in Autoformer. Although their
theoretical complexity is O(L log L), the actual operation
efficiency is not even as good as our Multi-Scale Segment-
Correlation. Please see Section 4.4 for more details.

4. Experiments
4.1. Experimental Setup

Datasets We conduct experiments on the following six
datasets as in Wu et al. (2021). (1) ETT ! contains data
related to electricity which is collected from two Chinese
stations in two years. In order to explore the model’s perfor-
mance on data with different granularities, we use different
sampling frequencies to get hourly data {ETThi, ETTh2}
and 15-minutes data {ETTmlI, ETTm2}. (2) Electricity *
contains the hourly electricity consumption of 321 clients
in 2 years. (3) Exchange (Lai et al., 2018) collects the
daily exchange rates of eight countries ranging from 1990

"https://github.com/zhouhaoyi/ETDataset.
https://archive.ics.uci.edu/ml/datasets/
ElectricityLoadDiagrams20112014.

to 2016. (4) Traffic * collects the hourly road occupancy
rates from the California Department of Transportation in
two years. (5) Weather * records climatological data of the
Max-Planck-Institute every 10 minutes in 2020 year, which
contains 21 climate features including air pressure and tem-
perature etc. (6) ILI ° collects the weekly outpatient visits
for influenza-like illness (ILI) from 2002 to 2021. We split
the datasets following Wu et al. (2021). The train/val/test
contains 12/4/4 months of data for the ETT datasets, while
we split other datasets into train/val/test by the ratio of 7:1:2.

Implementation details We use the ADAM (Kingma &
Ba, 2014) optimizer with an initial learning rate le-4 and the
learning rate decay to train our model. Early stop training
strategy is utilized to avoid overfitting. The number of
training epochs is set to 10 and the batch size is set to 32. All
experiments are implemented with PyTorch (Paszke et al.,
2019) and conducted on single NVIDIA TITAN RTX 24GB
GPU. For all experimental settings, Preformer contains 2
encoder layers and 1 decoder layer.

Baselines Several models are selected to compare with
Preformer in multivariate time-series forecasting, includ-
ing three transformer-based models: Autoformer (Wu et al.,
2021), Informer (Zhou et al., 2021), LogTrans (Li et al.,

*http://pems.dot.ca.gov/.

*nttps://www.bgc-jena.mpg.de/wetter/ .

5https ://gis.cdc.gov/grasp/fluview/
fluportaldashboard.html.
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Table 2. Univariate time-series forecasting

results on two typical datasets

Models Preformer Autoformer N-BEATS Informer LogTrans DeepAR Prophet ARIMA
Metric MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE
~ 96 | 0.072 0.205 | 0.065 0.189 | 0.082 0.219 | 0.088 0.225 | 0.082 0.217 | 0.099 0.237 | 0.287 0.456 | 0.211 0.362
E 192 | 0.109 0.255 | 0.118 0.256 | 0.120 0.268 | 0.132 0.283 | 0.133 0.284 | 0.154 0310 | 0.312 0.483 | 0.261 0.406
5 336 | 0.139 0.295 | 0.154 0.305 | 0.226  0.370 | 0.180 0.336 | 0.201 0.361 | 0.277 0.428 | 0.331 0474 | 0317 0.448
720 | 0.167 0.327 | 0.182 0.335 | 0.188 0.338 | 0.300 0.435 | 0.268 0.407 | 0.332 0.468 | 0.534 0.593 | 0.366 0.487
g 96 | 0.141 0293 | 0.241 0.387 | 0.156 0.299 | 0.591 0.615 | 0.279 0441 | 0.417 0515 | 0.828 0.762 | 0.112 0.245
E 192 | 0252 0.389 | 0.273 0.403 | 0.669 0.665 | 1.183 0912 | 1.950 1.048 | 0.813 0.735 | 0.909 0.974 | 0.304 0.404
S 336 | 0426 0.512 | 0.508 0.539 | 0.611 0.605 | 1.367 0984 | 2438 1262 | 1.331 0962 | 1.304 00988 | 0.736  0.598
=720 | 0790 0712 | 0991 0.768 | 1.111 0.860 | 1.872 1.072 | 2.010 1.247 | 1.894 1.181 | 3.238 1.566 | 1.871 0.935
! Reported metrics except Preformer all come from the Autoformer paper (Wu et al., 2021).

2019), two RNN-based models: LSTM (Hochreiter &
Schmidhuber, 1997), LSTNet (Lai et al., 2018) and one
TCN-based model: TCN (Bai et al., 2018). Since there are
some models designed specifically for univariate forecast-
ing, we compare Preformer with more competitive baselines,
including two deep learning models: N-BEATS (Oreshkin
et al., 2019) and DeepAR (Salinas et al., 2020), two tra-
ditional meaching learning methods: Prophet (Taylor &
Letham, 2018) and ARMIA (Box et al., 2015).

4.2. Main Results

To comprehensively compare Preformer and baselines, we
conduct thorough multivariate and univariate forecasting
experiments on various datasets under multiple settings. For
the ILI dataset, the input length is fixed to 24 and the pre-
diction length includes {24, 36,48, 60}. For other datasets,
the input length is fixed to 96 and the prediction length is
chosen from {96, 192, 336, 720}.

Multivariate Time-series Forecasting From Table 1, we
find that Preformer is better than other models except Auto-
former in all cases and performs slightly worse than Auto-
former in only a few settings. For example, under the input-
96-predict-192 setting, compared to previous state-of-the-art
results, Preformer has achieved 4.3% (0.281 — 0.269) rela-
tive MSE improvement in ETTm2, 14.9% (0.222 — 0.189)
in Electricity, 10.7% (0.300 — 0.268) in Exchange, 8.3%
(0.616 — 0.565) in Traffic, 10.4% (0.307 — 0.275) in
Weather, and 10% (3.103 — 2.793) in ILI. Moreover, Pre-
former shows stable performance in cases of long prediction
horizons, which shows that it is suitable for long-term fore-
casting. Besides, the overall performance of Transformer-
based models is better than RNN-based models and TCN-
based models, proving the potential of the Transformer-
based models in time-series forecasting.

Univariate Time-series Forecasting We show the results
on two typical datasets, i.e., the ETTm2 dataset with ob-
vious periodicity and the Exchange dataset without obvi-
ous periodicity in Table 2. We observe that our Preformer
achieves the best results in all long-term forecasting cases

whose prediction length is not less than 192. For exam-
ple, under the input-96-predict-336 setting, compared to
previous state-of-the-art results, Preformer has achieved
9.7% (0.154 — 0.139) relative improvement on MSE in
ETTm?2 and 16% (0.508 — 0.426) in Exchange. Also,
Autoformer performs best in the input-96-predict-96 setting
of the ETTm?2 dataset while ARIMA performs best in the
same setting of the Exchange dataset, which illustrates their
advantages in shorter-term prediction.

4.3. Ablation Study

Performance of the Segment-Correlation mechanism
We conduct experiments on the ETTh1 dataset to compare
several different sparse attention mechanisms. Segment-
correlation in Table 3 refers to the Preformer model with
the multi-scale structure and predictive paradigm, and the
initial segment length Ly is set to 4. For a fair comparison,
we replace MSSC and PreMSSC with other sparse attention
mechanisms and set hyperparameters such as the hidden
dimension and the head numbers to be consistent. From
Table 3, we observe that compared with other sparse mecha-
nisms, Segment-Correlation achieves the best performance.
Full attention and LogSparse attention fail in long-term
forecasting due to high memory complexity.

Table 3. Ablations of the Segment-Correlation mechanism

Input Length 96 336
Prediction Length 336 720 1440 ‘ 336 720 1440
Segment-  MSE | 0.628 0.632 0.769 | 0.560 0.581 0.755

Correlation MAE | 0.551 0.571 0.650 | 0.531 0.558 0.657
Auto- MSE | 0.630 0.687 0.821 | 0.597 0.619 0.859
Correlation MAE | 0.552  0.593 0.671 | 0.539 0.578 0.692

Full MSE | 0.673 0.679 - 0.661  0.678

Attention ~ MAE | 0.564 0.585 - 0.566  0.592

LogSparse  MSE | 0.679  0.688 - 0.646  0.668
Attention ~ MAE | 0.567 0.591 - 0.565  0.592

ProbSparse  MSE | 0.702 0.705 0.831 | 0.689 0.701 0.861
Attention ~ MAE | 0.577 0.599 0.673 | 0.579 0.604 0.694

! The »-” indicates the out-of-memory.
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Impact of the multi-scale structure The multi-scale
structure can effectively extract dependencies at different
temporal resolutions, which is important for time series fore-
casting. To illustrate this, we remove the multi-scale struc-
ture from all PreMSSC and MSSC modules in Preformer
to get the model without multi-scale structure. As shown
in Table 4, the prediction performance of Preformer with
the multi-scale structure (MS+Predictive) is better than that
without the multi-scale structure (Only Predictive) in all
cases. Especially on the ETTh1 and Exchange datasets, the
multi-scale structure can lead to considerable performance
improvements.

Impact of the predictive paradigm To explore whether
the predictive paradigm is really effective for prediction
tasks, we conduct ablation studies of the predictive paradigm
on three datasets with different settings. As shown in Ta-
ble 4, MS+predictive represents the standard Preformer
model, while Only MS means that replacing the PreMSSC
module in Preformer’s decoder with the MSSC module.
The experimental results show that Preformer with the pre-
dictive paradigm achieves better performance in almost all
cases, which proves that the proposed predictive paradigm
is helpful for the prediction tasks.

Table 4. Ablations of predictive paradigm and multi-scale structure

MS+Predictive
(ours)

Only Predictive
(without MS)

Only MS

Models (without Predictive)

Metric MSE MAE MSE MAE MSE MAE

_ 96 0.414 0439 | 0480 0472 | 0416 0.436
&S 192 | 0.445 0455 | 0493 0484 | 0472 0.472
5 336 | 0466  0.468 | 0511 0.497 | 0.471 0.475

720 | 0471 0487 | 0.605 0553 | 0.484 0.499
I 96 0.148  0.282 | 0.186  0.305 | 0.187 0.305
§ 192 | 0.268 0.378 | 0359  0.457 | 0.280 0.386
S 336 | 0.447 0.499 | 0.704  0.659 | 0.520 0.542
= 720 | 1.092 0812 | 1400 0931 1.232 0.883
o 96 0.560  0.349 | 0.561 0.352 | 0.567 0.351
% 192 | 0.565 0349 | 0573 0356 | 0.583 0.358
& 336 | 0577 0351 | 0577 0.353 | 0.581 0.354

720 | 0.597  0.358 | 0.599  0.363 | 0.598 0.362

The sensitivity analysis of the segment length The seg-
ment length L, is a critical hyperparameter in Segment-
Correlation. The multi-scale structure can facilitate the
selection of segment length. We conduct multivariate fore-
casting experiments (input-96 to predict-336) on the ETTh1
dataset to explore the sensitivity of segment length using
our Preformer with or without the multi-scale structure. As
shown in Figure 4, Preformer without the multi-scale struc-
ture is very sensitive to the choice of segment length, while
the performance of Preformer with the multi-scale struc-
ture does not change much with the segment length. More
detailed results can be found in Table 5. These results all
demonstrate the effectiveness of the multi-scale structure.

——with MS ——with MS

g 052 without MS. g 052 without MS.

0.46 — 0.46 —

2 a 8 12 24 8 2 4 8 12 24 48
Segment Length

(a) MSE scores

Segment Length

(b) MAE scores

Figure 4. Effects of the multi-scale structure on sensitivity of seg-
ment length hyperparameter.

4.4. Efficiency analysis

As shown in Figure 5, we compare the running memory and
time of models with different sparse attention mechanisms
during the training phase. Segment-Correlation in the figure
means MSSC with the multi-scale structure and L is set
to 4. For memory efficiency analysis, we set the batch size
to 16 in order to avoid out-of-memory. For time efficiency
analysis, we run each attention mechanism 1000 times to get
the average training time. It is worth noting that our Multi-
Scale Segment-Correlation is more efficient in time and
memory than other sparse mechanisms whose theoretical
complexity O(L log L) in practical applications.

25000 300

—+—Segment-Correlation
20000

15000

Memory(MB)
(
g

10000 &

5000

192 384 720 1440 2880 128 256 512 1024 2048

Input Length Input Length

(a) Memory efficiency (b) Time efficiency

Figure 5. Memory and time consumption during the training phase.

5. Conclusion

In this paper, we propose a Transformer-based model called
Preformer for long-term time series forecasting. In Pre-
former, we introduce a sparse and efficient attention mech-
anism called Multi-Scale Segment-Correlation (MSSC)
which utilizes correlations between segment pairs to dis-
cover dependencies and aggregate information in time se-
ries. Further, we design a predictive paradigm and com-
bine it with MSSC to get Predictive Multi-Scale Segment-
Correlation (PreMSSC), which can discover predictive de-
pendencies from contexts. Under various experimental
settings in different datasets, Preformer with MSSC and
PreMSSC can yield state-of-the-art prediction performance,
which demonstrates the effectiveness of our Preformer.
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A. Evalution Metrics

On each prediction window, we use two metrics which are commonly used in prediction task to evaluate performances, i.e.,
Mean Square Error (MSE) and Mean Absolute Error (MAE). They are defined as follows:

1 & .
MSE = - Z(yz — )7,

) o ©)
MAE = — > |y; — il

=D i — il

i=1

where y; is ground truth and g; is prediction result. For multivariate prediction, the metrics can be calculated and averaged
on each single variable.

B. The Computational Complexity of Multi-Scale Segment-Correlation

The overall computational complexity of the MSSC moduel is the sum of all scales, which can be formulated as:

L2 L2 L2
e 7[/
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< [2 (2) }O(LO)

(Yol

We find that the computational complexity of MSSC does not exceed twice the computational complexity of the Segment-
Correlation without the multi-scale structure (i.e., Single-Scale Segment-Correlation).

C. Sensitivity of the Segment Length

We explore the impact of the multi-scale structure by comparing the effect of choice at different segment lengths on MSE
scores with or without the multi-scale structure. We use the standard deviation of the MSE scores to evaluate the stability
of forecasting performance. As shown in Table 5, models with multi-scale structure have more stable performance on all
datasets, i.e., the MSE scores vary less with different choices of segment length.

Table 5. In the cases of the Preformer model with or without multi-scale structure, the MSE scores vary with the segment length on four
datasets

Segment length 2 4 8 12 24 48 std (x 1000)

ETTm2 with MS 0326 0327 0326 0327 0327 0.327 0.47
without MS | 0.328 0.327 0.326 0.325 0.327 0.324 1.34
Electricit with MS 0201  0.195 0.199 0.196 0.211  0.206 5.62
Y withoutMS | 0207 0200 0.198 0200 0216 0.207 6.16
Traffic with MS 0577 0578 0580 0.583 0.585 0.597 6.7
without MS | 0.596  0.583  0.584 0.581 0.590  0.600 7.02
with MS 0325 0325 0326 0327 0332 0327 2.38

Weather

without MS | 0322 0326 0342 0344 0337 0.326 8.53
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D. Full Benchmark on the ETT Datasets

We conduct more experiments on the four ETT datasets, and the experimental results are shown in Table 6. We find that our
Preformer achieves state-of-the-art on different forecasting horizon.

Table 6. Multivariate time-series forecasting results on the ETT datasets

Models Preformer Autoformer Informer LogTrans LSTNet LSTMa
Metric MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE

24 | 0357 0.411 | 0.384 0425 | 0.577 0.549 | 0.686 0.604 | 1.293 0.901 | 0.650 0.624
= 48 | 0378 0417 | 0392 0419 | 0.685 0.625 | 0.766 0.757 | 1.456 0.960 | 0.702  0.675
E 168 | 0.438 0.455 | 0490 0.481 | 0931 0.752 | 1.002 0.846 | 1.997 1.214 | 1.212 0.867
M 336 | 0463 0.467 | 0.505 0.484 | 1.128 0.873 | 1.362 0.952 | 2.655 1.369 | 1.424 0.994

720 | 0.474 0.486 | 0498 0.500 | 1.215 0.896 | 1.397 1.291 | 2.143 1380 | 1.960 1.322

24 | 0.255 0.340 | 0.261 0.341 | 0.720 0.665 | 0.828 0.750 | 2.742 1.457 | 1.143 0.813
Q48 | 0300 0367 | 0.312 0.373 | 1.457 1.001 | 1.806 1.034 | 3.567 1.687 | 1.671 1.221
E 168 | 0.398 0.418 | 0.457 0.455 | 3.489 1515 | 4070 1.681 | 3.242 2513 | 4117 1.674
M 336 | 0440 0457 | 0471 0475 | 2723 1.340 | 3.875 1.763 | 2.544 2591 | 3.434 1.549

720 | 0.458 0472 | 0474 0.484 | 3467 1473 | 3913 1.552 | 4.625 3.709 | 3.963 1.788

24 | 0345 0402 | 0383 0403 | 0.323 0369 | 0419 0412 | 1.968 1.170 | 0.621 0.629
E 48 | 0422 0427 | 0454 0453 | 0494 0503 | 0.507 0.583 | 1.999 1215 | 1.392 0.939
E 96 | 0.443 0.450 | 0.481 0463 | 0.678 0.614 | 0.768 0.792 | 2.762 1.542 | 1.339 0913
m 288 | 0.502 0.493 | 0.634 0.528 | 1.056 0.786 | 1.462 1.320 | 1.257 2.076 | 1.740 1.124

672 | 0.583 0.538 | 0.606 0.542 | 1.192 0.926 | 1.669 1461 | 1.917 2941 | 2.736  1.555

24 | 0143 0.252 | 0.153 0.261 | 0.173 0.301 | 0.211 0.332 | 1.101 0.831 | 0.580 0.572
%‘ 48 | 0.171 0.272 | 0.178 0.280 | 0.303 0.409 | 0427 0.487 | 2.619 1.393 | 0.747 0.630
E 96 | 0.213 0.295 | 0.255 0.339 | 0.365 0.453 | 0.768 0.642 | 3.142 1.365 | 2.041 1.073
m 288 | 0309 0.353 | 0.342 0.378 | 1.047 0.804 | 1.090 0.806 | 2.856 1.329 | 0.969 0.742

672 | 0.407 0.409 | 0.434 0430 | 3.126 1.302 | 2397 1.214 | 3.409 1.420 | 2.541 1.239

! Reported metrics except Preformer all come from the Autoformer paper (Wu et al., 2021).

E. Dataset Statistics and Hyperparameters

Table 7 lists the length, granularity and series number of all datasets. And optimal hyperparameter settings for the models
on these datasets are also included, where dyodel, dff, Mheadss Lo> €layerss Alayers represent the dimension of hidden
representation, the dimension of hidden state in the FFN, the initial segment length, the number of encoder layers, the
number of decoder layers respectively.

Table 7. Details and model hyperparameters of all the datasets

Datasets ETThl ETTml ETTh2 ETTm2 Electricity Exchange Traffic Weather ILI
Dataset Statistics
series number 7 7 7 7 321 8 862 21 7
length 17420 69680 17420 69680 26304 7588 17544 52696 966
sample rate lhour 15mins 1hour 15 mins 1 hour 1 day lhour 10mins 1 week

Model Parameters

dmodel 64 512 64 8 512 512 512 8 512
dysy 256 2048 256 32 2048 2048 2048 32 2048
Nheads 8 8 8 1 8 8 8 1 8
Lo 3 6 3 16 4 4 4 4 3
€layers 2 2 2 2 2 2 2 2 2
diayers 1 1 1 1 1 1 1 1 1
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F. Visualization of Multivariate Time-Series Forecasting

F.1. Comparison of Transformer-based Models

As shown in Figures 6 to 9, we plot the multivariate forecasting results of several Transformer-based models on the Electricity
dataset. Blue lines are the ground truth and orange lines are the prediction results. Our Preformer can accurately predict
the periodicity, trend and even some small fluctuations. Though under a very long prediction horizon, i.e., under the

input-96-predict-720 setting, our Preformer can also perform well.
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Figure 6. The prediction results on the Electricity dataset under the input-96-predict-96 setting.
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Figure 7. The prediction results on the Electricity dataset under the input-96-predict-192 setting.
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Figure 8. The prediction results on the Electricity dataset under the input-96-predict-336 setting.
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Figure 9. The prediction results on the Electricity dataset under the input-96-predict-720 setting.

F.2. Results of Preformer on various datasets

We plot forecasting results of our Preformer on more datasets in Figures 10 to 12. We find that Preformer can obtain
satisfactory prediction results whether on datasets with strong periodicity or on datasets with strong noise.
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Figure 10. Some prediction results of Preformer on the ETTm1 dataset under different prediction lengths.
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Figure 11. Some prediction results of Preformer on the ETTm2 dataset under different prediction lengths.
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Figure 12. Some prediction results of Preformer on the Traffic dataset under different prediction lengths.
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G. Visualization of Univariate Time-Series Forecasting

G.1. Comparison of Transformer-based Models

As shown in Figures 13 to 16, we plot the univariate forecasting results of several Transformer-based models on the ETTm?2

dataset.

— GroundTruth
— prediction

o 25 s0 75 100 125 150 175 200

(a) Preformer

(b) Autoformer

(c) Informer

(d) LogTrans

Figure 13. The prediction results on the ETTm2 dataset under the input-96-predict-96 setting.
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Figure 14. The prediction results on the ETTm?2 dataset under the input-96-predict-192 setting.
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Figure 15. The prediction results on the ETTm?2 dataset under the input-96-predict-336 setting.
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Figure 16. The prediction results on the ETTm?2 dataset under the input-96-predict-720 setting.




