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ABSTRACT

Audio-visual speech recognition has received a lot of attention due
to its robustness against acoustic noise. Recently, the performance of
automatic, visual, and audio-visual speech recognition (ASR, VSR,
and AV-ASR, respectively) has been substantially improved, mainly
due to the use of larger models and training sets. However, accu-
rate labelling of datasets is time-consuming and expensive. Hence,
in this work, we investigate the use of automatically-generated tran-
scriptions of unlabelled datasets to increase the training set size. For
this purpose, we use publicly-available pre-trained ASR models to
automatically transcribe unlabelled datasets such as AVSpeech and
VoxCeleb2. Then, we train ASR, VSR and AV-ASR models on
the augmented training set, which consists of the LRS2 and LRS3
datasets as well as the additional automatically-transcribed data. We
demonstrate that increasing the size of the training set, a recent trend
in the literature, leads to reduced WER despite using noisy tran-
scriptions. The proposed model achieves new state-of-the-art per-
formance on AV-ASR on LRS2 and LRS3. In particular, it achieves
a WER of 0.9 % on LRS3, a relative improvement of 30 % over the
current state-of-the-art approach, and outperforms methods that have
been trained on non-publicly available datasets with 26 times more
training data.

Index Terms— audio-visual speech recognition, unlabelled
audio-visual data, automatically generated transcriptions

1. INTRODUCTION

In the human perceptual system, the visual and audio streams often
complement each other, yielding a unified robust response. It is also
known that using visual signals along with audio signals leads to
higher model robustness than using a single modality, especially in
the presence of high levels of acoustic noise [|1-4]].

In this paper, we tackle Audio-Visual Automatic Speech Recog-
nition (AV-ASR, or AVSR), which aims to transcribe continuous
spoken sentences from both audio and visual streams. Recent audio-
(ASR), video- (VSR) and audio-visual-based models have relied
heavily on large-scale and well-labelled transcriptions to achieve
convincing performance. However, accurate transcriptions require
manual labelling, which is time-consuming and prohibitively ex-
pensive. In order to address this issue, several works have been
proposed to build advanced ASR and VSR models by leveraging
large-scale unlabelled audio-visual datasets. Popular approaches
pre-train ASR and VSR models using self-supervised learning,
where the goal is to learn audio and visual representations from

Only non-Meta co-authors downloaded, accessed, and used the datasets.
Only non-Meta authors conducted any of the dataset pre-processing (no
dataset pre-processing took place on Meta’s servers or facilities). Code and
trained models are available at: https://github.com/mpc001/au
to_avsr

large unlabelled datasets [[5H8]. The pre-trained models are then
fine-tuned on smaller labelled datasets. Alternatively, another line
of work solves the task using knowledge distillation [9} [10]]. For
example, Afouras et al. [9] use a pre-trained ASR model - acting
as a teacher - to provide an extra supervisory signal to the target
VSR model, where the goal is to force the posterior distribution of
the VSR network to match the teacher. Similarly, Ren et al. [10]
further improve the performance of visual-only models by distilling
knowledge from pre-trained models with multiple modalities.

In this work, we propose a different approach to leverage large
unlabelled datasets which does not require a two-step training ap-
proach used in self-supervised learning (SSL) (but it can easily be
combined with any state-of-the-art SSL approach). In particular,
we take advantage of the availability of good publicly-available pre-
trained ASR models [5, |8} |11} [12] to automatically annotate large-
scale audio-visual datasets. This approach is broadly related to self-
training [13H15], where a model is first trained on annotated data
and then used to generate pseudo-labels for the unlabelled data. A
new model is trained with all the annotated data, and this process is
repeated for a few iterations. This iterative process might be neces-
sary in other domains for which a high-quality pre-trained model
does not exist, but this is not the case for ASR, where accurate
pre-trained models are relatively abundant. Thus, we sidestep the
need for a costly iterative procedure. Moreover, we incorporate the
automatically-transcribed unlabelled data into the training set rather
than using the pre-trained ASR model for distillation [9]]. As a re-
sult, we can easily train a large-scale AV-ASR system by simplifying
the implementation and reducing both the computational and mem-
ory costs of using a teacher during training. We also find similarities
with [3||16], but instead of using owner-uploaded transcriptions or a
production-quality ASR system, all models and datasets we use are
publicly accessible.

Our main contributions can be summarised as follows: 1) we
automatically generate transcriptions for more than 2000 hours
of videos by utilising publicly-available ASR models. We then
train ASR, VSR and AV-ASR models with these transcriptions
and achieve state-of-the-art performance on the LRS2 and LRS3
datasets. Concretely, the proposed approach leads to a WER of 0.9%
for AV-ASR on the LRS3 dataset, which outperforms models trained
on much larger training sets; 2) We show that the accuracy of the pre-
trained ASR models used to automatically transcribe the unlabelled
datasets is not highly correlated with the performance of the ASR
and VSR models trained with these transcriptions; 3) We observe
that an increase in the number of hours of automatically-transcribed
data used in the training set results in reduced WER, especially for
the VSR models. On the other hand, the performance of the ASR
models seems to saturate beyond 1500 hours.
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Fig. 1. AV-ASR architecture overview. In the first stage, a pre-trained ASR model is leveraged to produce automatically-generated transcrip-
tions for unlabelled audio-visual datasets. And then these unlabelled datasets are combined with the labelled training sets, including LRS2
and LRS3, for training. The frame rate of audio and visual features from the ASR and VSR encoders is 25 frames per second (fps).

2. AUTO-AVSR

2.1. Leveraging pre-trained models to produce automatically-
generated transcriptions for unlabelled audio-visual datasets

In order to investigate the impact of the size of training data on
the performance of audio-only, visual-only and audio-visual models,
we scale the training sources by including publicly-available audio-
visual clips into the training set. An overview of our label generation
pipeline can be found at the top of Fig.[I] To be specific, audio wave-
forms from the unlabelled audio-visual datasets are fed into a pre-
trained ASR model to produce automatic transcriptions. For the pur-
pose of this study, we use two unlabelled datasets: VoxCeleb2 [17]
and AVSpeech [18]]. In particular, AVSpeech [18|] contains 4 700
hours of YouTube video segments in multiple languages, and Vox-
Celeb2 [17]] consists of 2300 hours of video segments from more
than 6 000 people. However, we are interested in training models in
English. Thus, we use the VoxLingual(O7 language classifier [[19] to
filter the AVSpeech dataset, resulting in a total of 1323 hours; the
list of English data we use for VoxCeleb2 is obtained from [[7]], and
comprises 1307 data hours. Next, we leverage publicly-available
ASR models to produce automatically generated transcriptions. It is
worth pointing out that our work facilitates reproduction and com-
parison since all datasets and models used are publicly accessible.

2.2. Automatic speech recognition models

We investigate the impact of the automatic transcriptions given by
four different ASR models on the performance of audio-only and
visual-only models, i.e. Whisper [11]], wav2vec2.0 5], Hidden unit
BERT (HuBERT) [8] and Conformer-Transducer [[12}|20]. In partic-
ular, wav2vec 2.0 [S] and HuBERT [8]] are self-supervised learning
methods for learning speech representations from unlabelled au-
dio. In contrast, Conformer-Transducer [12] is a conformer-based
model trained with recurrent neural network transducers (RNN-T)
loss that uses the NeMo ASRSET dataset, consisting of 12000
hours of English speech. Finally, Whisper [11] is a transformer-
based model [21]] trained with a total of 680000 hours of labelled
audio. In this work, we access the ASR models from the Hug-
ging Face community, “nvidia/stt_en_conformer_transducer_xlarge”,
“facebook/hubert-large-1s960-ft”, “facebook/wav2vec2-base-960h”,
and “openai/whisper-medium.en”, respectively.

2.3. Architecture

We adopt the off-the-shelf architecture presented in [22], which
has achieved state-of-the-art performance on the LRS2 and LRS3
datasets without the use of external data. The architecture is shown
at the bottom of Fig. In particular, the VSR front-end is based
on a modified ResNet-18 [23] 24|, where the first layer is a spatio-
temporal convolutional layer with a kernel size of 5x7x7 and a
stride of 1x2x2. The temporal back-end, which follows the front-
end, is a Conformer [20]. Similarly, the ASR encoder consists of
a 1D ResNet-18 [25] followed by a Conformer. The ASR and VSR
encoder outputs are fused via a multi-layer perceptron (MLP). The
rest of the network consists of a projection layer and a Transformer
decoder for joint CTC/attention training [26].

3. EXPERIMENTAL SETUP

3.1. Datasets

We conduct experiments on LRS2 [27]] and LRS3 [28]], which are
the two largest publicly available datasets for audio-visual speech
recognition in English. LRS2, collected from BBC programs, con-
tains 144 482 video clips with a total of 225 hours. Specifically, the
pre-training, training, validation and test set contains 96318 (195
hours), 45839 (28 hours), 1082 (0.6 hours) and 1243 (0.5 hours)
video clips, respectively. LRS3 consists of 151819 video clips
from TED talks with a total of 439 hours. It contains 118516 (408
hours), 31982 (30 hours) and 1321 clips (0.9 hours) in the pre-
training, training-validation, and test set, respectively. For training,
we also use the English-speaking videos from AVSpeech (1323
hours) and VoxCeleb2 (1307 hours) as the additional training data
together with automatically-generated transcriptions.

3.2. Pre-processing

For the visual stream, we follow previous work [22] to pre-process
the datasets. We crop the mouth region of interests (ROIs) using a
bounding box of 96 x 96. Each frame is normalised by subtracting
the mean and dividing by the standard deviation of the training set.
For audio streams, we only perform z-normalisation per utterance.



WER [%] P 0% 20 % 40 % 60 % 80 % 100 %
Method : o U | Oh 52h 1052h 1578h 2104h 2630h
A ATV A T | 818h 1344h 1870h 2396h 2922h 3448h
CM-Transducer [12] 1.62 331 | 191 0.99 A 15 1.3 13 1.1 1.0 1.0
HuBERT [8] 190 687 | 198 112 V| 330 266 236 21.9 20.0 19.1
Wav2vec 2.0 [9] 3.40 1122 | 19.1 1.06
Whisper [[T1] 4.10 181 | 190 1.04 Table 2. Impact of the size of additional training data (from
AVSpeech and VoxCeleb2) on the WER (%) of audio-only and
Table 1. Impact of the pre-trained ASR models used to generate visual-only models evaluated on LRS3. All models are initialised

automatic transcriptions from unlabelled data on the performance of
VSR/ASR models on the LRS3 dataset. © and ' denote the word
error rate (WER) reported on Librispeech test-clean set [33] and
LRS3 test set [28], respectively. “CM” denotes Conformer. “V*” and
“A” denote the visual-only and audio-only models trained on LRW,
LRS2, LRS3, VoxCeleb2 and AVSpeech (using the automatically-
generated transcriptions from the corresponding pre-trained ASR
model), with a total of 3 448 hours.

3.3. Implementation details

For our audio- and visual-only ASR models, we use a ResNet-
based front-end module pre-trained on LRW [29], followed by a
Conformer encoder with 12 layers, 768 input dimensions, 3072
feed-forward dimensions, and 16 attention heads. The decoder is
a 6-layer Transformer with the same dimensions and number of
heads as the encoder, resulting in a total of 243.1 M and 250.4 M
parameters for the audio- and visual-only models, respectively.
More specifically, the ASR front-end, VSR front-end, Conformer
back-end, Transformer decoder and the projection layer of the
CTC have 39M, 11.2M, 1709M, 64.5M and 3.9M parame-
ters, respectively. For the audio-visual models, we concatenate the
audio-visual encoder outputs and feed them to a 2-layer multi-layer
perceptron (MLP) with hidden and output sizes of 8 192 and 768,
respectively.

For data augmentation, we apply horizontal flipping, random
cropping, and adaptive time masking [30]] to the visual inputs, while
we only use adaptive time masking for the audio stream. For both
streams, we choose a number of masks that is proportional to the ut-
terance length and a maximum masking length of up to 0.4 seconds.
For the target vocabulary, we use SentencePiece [31] subword units
with a vocabulary size of 5000. We train the model for 75 epochs
with the AdamW [32] optimizer, a cosine learning rate scheduler,
and a warm-up of 5 epochs. The peak learning rate is le-3. The
maximal number of frames in each batch is 1800 frames. Follow-
ing [30]l, our visual-only models are incorporated with a transformer-

based language model trained on a corpus of 166 million characters T[]

whereas language models are not included for ASR and AV-ASR
models since no further improvements are observed.

4. RESULTS

4.1. Do better Librispeech ASR models provide better tran-
scriptions for VSR?

Given that several publicly-available ASR models are available, we
use performance on Librispeech as a criterion for model selection.
We use models that have achieved state-of-the-art performance on
the test-clean set of Librispeech, i.e., Conformer-Transducer [12]
and HuBERT [_8]. We also use ASR models that are widely used

T The corpus consits of the training sets of LibriSpeech (960 h) [33]], pre-
training and training sets of LRS2 [27] and LRS3 [28]], TED-LIUM 3 [34],
Voxforge (English) and Common Voice (English) [35]

from a model pre-trained on LRW and trained on LRS2, LRS3 plus
X % hours of VoxCeleb2 and AVSpeech. “P” and “U” denote the
amount of additional data in percentages and in hours, respectively.
“T” denotes the total amount of training data (hours).

in the speech community, wav2vec 2.0 [5] and Whisper [11]. Per-
formance of ASR models on Librispeech clean-test set is shown in
the first column of Table [[l Results of the ASR and VSR models
trained with the automatically-generated transcriptions on the LRS3
dataset are shown in the third and fourth columns, respectively, of
Table We observe that overall the WER on Librispeech is not
highly correlated with the performance of the ASR and VSR mod-
els trained with the automatically-generated transcriptions from the
corresponding pre-trained ASR models. The same conclusion is also
true when we measure the WER on the LRS3 test. We show that us-
ing the transcriptions from most ASR models (i.e., wav2vec 2.0 [5],
Whisper [[11], and Conformer-Transducer [[12]]) results in very sim-
ilar WER for both audio-only and visual-only models. The only
exception is the use of automatically-generated transcriptions from
HuBERT (8] which results in slightly worse performance despite
being one of the best performing models on Librispeech. In this
work, we rely on the automatically-generated transcriptions from the
Conformer-Transducer [|12] since on average it leads to the best per-
formance for both ASR and VSR models.

4.2. Impact of the number of hours of unlabelled data

Table 2] shows the impact of varying the numbers of hours of unla-
belled data on the performance of ASR and VSR models on LRS3.
An absolute improvement of 1.7 % in WER is observed for VSR
by using only labelled data from LRS2 and LRS3 (818 hours) com-
pared to [30]. This gain is likely due to the increase in model capac-
ity. When including 20 % (526 hours) of AVSpeech [18|] and Vox-
Celeb2 [17], the performance of audio- and visual-only models can
be further improved to 1.3 % and 26.6 % WER, respectively. Increas-
ing further the number of training hours leads to a further reduction
of the WER especially for the VSR model. This is in line with the
recent trend observed in the literature [30], where using larger train-
ing sets substantially improves performance. In this experiment, we
also show that the WER can be improved even by adding data that
have been automatically transcribed and inevitably have noisy la-
bels. We also notice that the improvement for the ASR model is
marginal when using more than 1578 hours of unlabelled training
data, indicating that the ASR performance may have saturated.

4.3. Comparison with the state-of-the-art

Results on LRS2 and LRS3 are presented in Tables [3]and 4] respec-
tively. For LRS2, it is clear that our visual-only, audio-only and
audio-visual models further push the state-of-the-art performance to
a WER of 14.6 %, 1.5 % and 1.5 % respectively. For LRS3, the best
visual-only model has a WER of 19.1 %, which is outperformed only
by [16] (17.0 % WER) which uses 26 x more training data. Simi-
larly, our audio-only model establishes a new state-of-the-art [7]] by



Extra Total WER Extra Total WER
Method Type Data Hours' (%) Method Type Data Hours? (%)
MV-WAS [27] 70.4 CM-seq2seq [22] 46.9
TDNN [36] 48.9 CM-aux [30] X 438 37.9
CM-seqZseq [22] X 223 39.1 Ours 36.3
CM-aux [30] 32.9 KD +CTC [9] 772 50.8
CTC/Attention [2] 380 63.5 KD-seq2seq [ 10] 818 59.0
KD +CTC [9] 995 513 TM-seq2seq [1] 1362 58.9
KD-seq2seq [ 10] \Y% 818 492 AVHUBERT [7] Y 1759 26.9
TM-seq2seq [T] 1391 483 RNN-T [3] 31000 336
CTC/Attention [37] v 60 000 432 VTP [38] v 2676 30.7
CM-aux [30] 1459 25.5 ViT3D-CM [16] 90 000 17.0
VTP [38] 2676 26 Ours 818 33.0
Ours 818 279 Ours 1902 23.5
Ours 3448 14.6 Ours 3448 19.1
TDNN [36] X 223 6.7 CM-seq2seq [22] X 438 2.3
CM-seq2seq [22] 43 RNN-T [3] 31000 45
CTC/Attention [37] A 60 000 27 AV-HuBERT [7] A 1759 1.3
Ours v 818 2.6 Ours v 818 1.5
Ours 3448 1.5 Ours 1902 1.0
TONN B4 =9 Ours 3448 1.0
CM-seqZseq [22] X 223 42 CM-seq2seq [22] X 438 23
TM-seq2seq [1] A+V 1391 8.3 RNN-T [3] 31000 4.8
CTC/Attention [2] y 380 7.0 AV-HuBERT [7] ALV 1759 1.4
CM-seq2seq [22] 380 3.9 ViT3D-CM [16] 90 000 1.6
Ours 3448 15 Ours 1902 1.0
Ours 3448 0.9

Table 3. WER (%) of our audio-only, visual-only and audio-visual
models on the LRS2 dataset. T The total hours are counted by includ-
ing the datasets used for both pre-training and training. Our model
trained on 818 hours uses LRW, LRS2 and LRS3. Our model trained
on 3448 hours uses LRW, LRS2, LRS3, VoxCeleb2 and AVSpeech.

achieving a WER of 1.0 % when using 1921 hours of training data
from LRW, LRS3 and VoxCeleb2 datasets. However, when further
introducing AVSpeech for training, no further improvement is ob-
served, suggesting that the ASR performance may have reached sat-
uration. State-of-the-art performance is also achieved for AV-ASR
with a WER of 0.9 %.

4.4. Noise experiments

Results of ASR and AV-ASR models, when tested with different
acoustic noise levels, are shown in Table.[5] During training we use
the babble noise from the NOISEX dataset [39]], while the SNR level
is selected from [-5dB, 0dB, 5dB, 10dB, 15dB, 20 dB, oo dB] with
a uniform distribution. For evaluation, we test three types of noise:
babble noise [39]], pink and white noise from the Speech Commands
dataset [40]. We show that, overall, the results are consistent with
those presented in [1} 3} |4, 22], i.e. the performance of audio-only
models is closer to the audio-visual counterpart in the presence of
low levels of noise, whereas the performance gap becomes larger as
the noise levels increase. We notice that when using babble noise
for evaluation, the performance of either audio-only or audio-visual
models has a WER lower than 10 % at -7.5 dB. This is likely mainly
a consequence of the overlapping noise type in the training and test-
ing phases (despite mismatched levels of noise).

5. CONCLUSIONS

In this work, we propose a simple and efficient method for scaling up
audio-visual data for speech recognition. We present a detailed study

Table 4. WER (%) of our audio-only, visual-only and audio-visual
models on the LRS3 dataset. ¥ The total hours are counted by includ-
ing the datasets used for both pre-training and training. Our model
trained on 818 hours uses LRW, LRS2 and LRS3. Our model trained
on 1902 hours uses LRW, LRS3 and VoxCeleb2. Our model trained
on 3448 hours uses LRW, LRS2, LRS3, VoxCeleb2 and AVSpeech.

. SNR levels [dB]
Type Noise 125 75 25 25 -15
A Babbe! | L1 12 16 27 83
A+V | 10 10 15 22 56
A pix | 14 19 43 131 568
A+V | 12 14 23 60 162
A Whie | 21 40 104 302 889
A+V | 14 23 43 95 242

Table 5. WER (%) of our audio-only and audio-visual models as a
function of the noise levels on the LRS3 dataset. The babble noise
from the NOISEX dataset [39] is used for training while one of SNR
levels from [-5dB, 0dB, 5dB, 10dB, 15dB, 20dB, co dB] is se-
lected with a uniform distribution. For testing, the pink and white
noise from the Speech Commands dataset [40|] is added to the raw
audio waveforms with a specific SNR level. { denotes the noise type
used in both training and test set.

on the performance of LRS3 in terms of the amount of unlabelled
training data. By leveraging publicly-available ASR models to pro-
duce automatically-generated transcriptions, we train an AV-ASR
system and achieve state-of-the-art performance on both publicly-
available audio-visual benchmarks, LRS2 and LRS3. Furthermore,
we show that our audio-visual model is more robust against different
levels of noise than its audio-only counterpart.
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