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ABSTRACT

Personalized Federated Learning (PFL) aims to learn per-
sonalized models for each client based on the knowledge
across all clients in a privacy-preserving manner. Existing
PFL methods generally assume that the underlying global
data across all clients are uniformly distributed without con-
sidering the long-tail distribution. The joint problem of data
heterogeneity and long-tail distribution in the FL environment
is more challenging and severely affects the performance of
personalized models. In this paper, we propose a PFL method
called Federated Learning with Adversarial Feature Aug-
mentation (FedAFA) to address this joint problem in PFL.
FedAFA optimizes the personalized model for each client by
producing a balanced feature set to enhance the local minority
classes. The local minority class features are generated by
transferring the knowledge from the local majority class fea-
tures extracted by the global model in an adversarial example
learning manner. The experimental results on benchmarks
under different settings of data heterogeneity and long-tail
distribution demonstrate that FedAFA significantly improves
the personalized performance of each client compared with
the state-of-the-art PFL algorithm. The code is available at
https://github.com/pxqian/FedAFA.

Index Terms— Federated Learning, Long-Tail, Adver-
sarial Sample, Feature Augmentation

1. INTRODUCTION

A common way to build a deep learning model is to col-
lect the training data and train the model on a server, called
centralized training. However, with the increasing data se-
curity awareness, such a centralized training paradigm is
not applicable in some applications when sensitive data is
stored in each data holder. Federated Learning (FL) devel-
ops a paradigm to train models without transmitting private
data from each data holder (called client in FL) to a cen-
tralized server to address the privacy issue in deep learning
[1, 2, 3, 4]. However, one major problem in FL is that the ag-
gregated global model is usually not guaranteed to generalize
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overall clients well because each client’s data distribution is
not-independent and identically distributed (non-IID), which
is usually defined as the data heterogeneity problem in FL.
Therefore, targeting the model generalization ability on each
client, Personalized Federated Learning (PFL) aims to obtain
a ‘tailored’ local model that utilizes the global model’s gener-
alization ability and simultaneously fits the client’s local data
distribution.

Existing PFL methods [5, 6, 7, 8] have generally achieved
promising personalized performance of each client on hetero-
geneous data. However, the data usually exhibits long-tail
distribution in real-world scenarios, where a few head classes
contain most samples while a large number of tail classes con-
tain only a few samples. Therefore, it is reasonable to assume
that the global data (data across all clients) is in long-tail dis-
tribution. In the PFL environment with data heterogeneity,
the global tail class samples will be sporadically distributed
on only a few clients, and each client’s data distribution is
also locally imbalanced. In addition, the local data distri-
butions are likely to differ from the global data distribution,
which yields different data imbalance degrees among clients.
In this case, the generalization ability of PFL models will
further deteriorate because the global tail classes are under-
represented by the aggregated global model, which mainly
provides the knowledge of the global head classes. In addi-
tion, the PFL models are prone to overfitting the local minor-
ity classes with only a few samples in personalized optimiza-
tion on each client. Some existing long-tail learning methods
[9, 10, 11] are also not applicable in the PFL environment
because the global data distribution is unknown to both the
server and clients due to privacy issues.

To address the joint problem of data heterogeneity and
long-tail distribution in PFL, we propose a PFL method
called Federated Learning with Adversarial Feature Augmen-
tation (FedAFA) that utilizes the global model learned across
clients to rebalance the local feature set for robust personal-
ized training. Specifically, inspired by the targeted adversarial
attack [12, 13], we generate new local minority class features
by adding specific small perturbations to the local majority
class features. To not affect the performance of the original
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local majority classes, we also propose a new optimization
objective during personalized training. Experimental results
on various heterogeneous and long-tailed benchmarks show
that FedAFA surpasses the state-of-the-art PFL and long-tail
learning methods.

2. PROPOSED METHOD

2.1. Basics of Personalized Federated Learning

In a typical PFL setting, there are K clients participating in
the training process and each client k has a private dataset
Dk = {(xi,yi)}nk

i=1, where xi denotes the ith sample in Dk,
yi ∈ {0, 1}C is the corresponding label over C classes,
and nk is the number of samples in Dk. PFL aims to
look for good local models (personalized models) for all
K clients, which are usually adapted from the global model
w. FedAvg-FT [14] is the most straightforward PFL method.
It is a locally adaptive algorithm based on fine-tuning the
global model by wk = w − η∇Lk(Dk;w) on Dk, where
Lk(Dk;w) is the local training loss of the model w on Dk.
Lk(Dk;w) = 1

|Dk|
∑

(x,y)∈Dk
`(y, f(x;w)) is calculated by

averaging sample losses inDk, where `(·, ·) is the sample loss
and f(x;w) is the prediction result of sample x by model w.
However, this method slightly improves heterogeneous data
because local model wk is prone to overfit the local data Dk,
which results in poor local generalization performance.

2.2. FedAFA Framework

FedAFA is based on the following intuitions. First, the global
model of FL is usually more robust than local models because
it obtains the information from each client, although it is in
an indirect manner. Second, it has been empirically shown
that the feature extractor in a neural network is less affected
by the data distribution compared with its classifier [15, 16,
17]. It means that the features extracted by the global model
are still of high quality despite the negative influence of data
heterogeneity and long-tail distribution. Based on the above
observations, we propose to utilize the feature extractor of the
global model to transfer information from the local majority
classes to the local minority classes in the feature space.

We randomly select pairs of classes as the source major-
ity class ys and the target minority class yt depending on their
corresponding number of samples denoted as ns and nt. We
use the idea of adversarial samples [12, 13] to generate the
features of the target minority class by adding specific per-
turbations to the features of source majority class samples.
The perturbations are obtained from the gradients of the loss
of predicting the source majority class sample into the target
minority class. However, unlike generating adversarial sam-
ples, the input and output of FedAFA are in the feature space.
After generating a certain number of features to achieve a
balanced feature set for all local classes, we combine them
with the original local samples with class-balanced sampling
to train the local personalized model. Thus, the PFL model of
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Fig. 1. An overview of personalized training of proposed
FedAFA.

FedAFA is constructed by the feature extractor of the global
model and the personalized classifier trained on the rebal-
anced feature set, which is illustrated in Figure 1. In order
to explain FedAFA with better notations, we split the model
into two parts: a feature extractor g parameterized by u and a
classifier f parameterized by v. Thus, the features of a sam-
ple x is generated by h = g(x;u), and the prediction result is
given by f(h;v). In FedAFA, client k uses the feature extrac-
tor of the global model u and has its own personalized clas-
sifier with parameters vk. Next, two major steps in FedAFA,
i.e., local feature augmentation and personalized model opti-
mization, are described in detail.

2.2.1. Local Feature Augmentation

First, we introduce how to adversarially generate features of
the target minority class by utilizing the information of the
source majority class. Given a target minority class yt, the
probability p(ys|yt) of selecting the source majority class ys
is proportional toBernoulli(ns−nt

nk
). Once a source majority

class ys is determined, a sample (xs,ys) ∈ Dk is randomly
selected. Then, the sample is fed into the feature extractor of
the global model to obtain its original features hs = g(xs;u).
The original features hs is going to be transformed into gener-
ated features ĥt in the target class yt. The objective of feature
transformation is formulated as:

ĥt = argmin
ĥt:=hs+δ

`(yt, f(ĥt;v)), (1)

where δ denotes the perturbation added to the original features
hs, such that hs + δ can be predicted as the target minority
class yt by minimizing the loss `(yt, f(ĥt;v)). An intuitive
strategy to optimize Eq. (1) is to obtain the perturbations δ by
the negative normalized gradients of classifier v [12]:

∇ĥt
=
∂`(yt, f(ĥt;v))

∂ĥt
, (2)

δ = −
∇ĥt

‖∇ĥt
‖
2

. (3)

The gradient ∇ĥt
carries the information of how to predict

ĥt into class yt. Therefore, iteratively adding its negative



normalized value δ to ĥt is towards the direction of loss de-
creasing of the next optimization iteration.

After obtaining the features ĥt, we cannot guarantee that
ĥt is certainly classified into the target minority class yt.
Therefore, we check out its prediction confidence of yt and
consider if it can be used for personalized training. We accept
all transformed features whose prediction confidence higher
than a threshold pd called drop probability in FedAFA. We
also empirically validate the influence of pd in Section 3.3.
After selection by the drop probability, we put the selected
generated features (ĥt,yt), as well as the source majority
class features (hs,ys) into a set Gk for personalized training.

2.2.2. Personalized Model Optimization

One potential risk of using the above feature augmentation
method is that it may damage the performance of the source
majority classes. While the high-quality generated features
of the target minority class yt enhance the performance of the
local minority classes, some original samples in the source
majority class ys, which are used for augmentation, are likely
to be misclassified to the target minority class yt. This is be-
cause the original and generated features hs and ĥt are still
close in the feature space, although they can be classified into
different classes. Therefore, to make the classification bound-
ary separate the original and generated features, we proposed
a new objective of the local personalized training LAFA con-
sisting of two parts: Lgen and Lori. They are the averaged
training loss on the generated balanced feature set Gbalk and
the class-balanced local dataset Dbalk , respectively:

Lgen =
1

|Gbalk |
∑

(h,y)∈Gbal
k

`(y, f(h;vk)), (4)

Lori =
1

|Dbalk |
∑

(x,y)∈Dbal
k

`(y, f(g(x;u);vk)), (5)

LAFA = λLgen + (1− λ)Lori, (6)

where λ is a hyperparameter called balance factor to control
the balance of adjusting the decision boundary between the
original and generated features.

3. EXPERIMENTS

3.1. Experiment Setup

We evaluate FedAFA on two image classification datasets:
CIFAR-10-LT and CIFAR-100-LT [18] 1. Specifically, the
number of samples in class k decay exponentially by ρknc
[9], where ρk ∈ (0, 1) controls the degree of long-tail and
nc is the number of samples in each class of the original bal-
anced dataset. In all experiments, we set the degree of data
imbalance at 100, calculated by the number of samples in the
largest class divided by the ones in the smallest class. We

1We refer to the long-tailed versions of these three benchmarks as CIFAR-
10-LT and CIFAR-100-LT.
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Fig. 2. Class distributions of each client on CIFAR-10/100-
LT with α = 0.2. Different colors represent different classes,
and the length of the color block represents the number of
samples in this class.

adopt the Dirichlet Distribution with the hyperparameter α
to simulate different degrees of data heterogeneity [19]. A
larger value of α means higher similarity between data dis-
tributions. We choose α = [0.5, 0.2] to make heterogeneous
data across clients. Figure 2 shows the data distributions of
each client for two long-tailed datasets used in our experi-
ments with α = 0.2. We choose ResNet32 as the learning
model. The features of the second block of ResNet32 are
selected to do feature augmentation of FedAFA. SGD is the
optimizer with a learning rate of 0.005, a momentum of 0.9,
and a weight decay of 5× 10−4 for local model optimization
of all methods. We set the total number of clients at 20, the
number of clients selected in each round at 10, the batch size
at 64, the local epoch for personalized training at 1, and the
global communication round at 500.

3.2. Experimental Results

In this subsection, we first compare FedAFA with two groups
of state-of-the-art PFL methods. The methods in the first
group are all PFL methods but do not specifically design for
imbalanced data. The methods in the other group apply the
long-tail learning methods to the PFL framework, including
random oversampling (ROS), M2m [20], and cRT [16]. To
verify that the features obtained by the global model are more
robust, we also compare FedAFA and FedAFA Loc, whose
balanced feature sets are generated by the global model and
the local personalization model, respectively.

As shown in Table 1, the performance of local training is
poor because the model is only trained locally without any
communication with other clients. Other PFL methods that
only take data heterogeneity into account without considering
the long-tail distribution also underperform compared with
the methods that specifically address the long-tail distribution.
Although these two groups of PFL methods improve FedAvg-
FT from different perspectives, FedAFA is the only method
consistently achieving promising personalized performance.
In addition, by comparing the test accuracy of FedAFA Loc
and FedAFA, it is verified that the features extracted by the
global model are more robust because more local noise is in-
troduced when selecting the local personalized model to gen-
erate features.

To show that FedAFA produces better personalized mod-



Dataset CIFAR-10-LT CIFAR-100-LT

α 0.5 0.2 0.5 0.2

Local training 28.06 27.88 9.82 8.37
FedAvg-FT [14] 48.21 48.11 30.66 26.32
FedProx [21] 51.07 50.26 31.40 30.58
LG-FedAvg [5] 51.13 50.93 32.65 31.18
Per-FedAvg [8] 49.96 49.81 32.27 30.60
pFedMe [6] 50.05 49.59 32.82 30.05
Ditto [7] 50.84 50.26 31.98 31.11
FedBN [22] 50.98 50.17 31.62 30.37

FedAvg+ROS 59.29 56.51 34.04 32.02
FedAvg+M2m 62.85 56.30 32.63 32.69
FedAvg+cRT 63.33 59.55 34.42 33.11

FedAFA Loc 62.24 62.15 34.12 33.06
FedAFA 64.52 63.70 36.57 35.44

Table 1. Test accuracy (%) of FedAFA compared with differ-
ent methods. The best results are shown in bold.

els for each client, we evaluate the performance boost by
FedAFA on each class against the baseline FedAvg-FT from
the global perspective in Figure 3(a). It can be observed that
FedAFA improves the performance for almost every class.
In addition, we randomly select one client from all clients
to illustrate the improvement of FedAFA on local minority
classes. As shown in Figure 3(b), FedAFA can significantly
improve the accuracy of local minority classes with only a
few samples while keeping the same accuracy on the major-
ity classes. These two experiments validate that FedAFA can
improve the tail classes’ generalization ability while guaran-
teeing the head classes’ performance.

3.3. Effects of Hyperparameters

In FedAFA, there are three hyperparameters: the balance
factor λ, the drop probability pd, and the selected layer for
feature augmentation. We conduct various experiments on
CIFAR-10-LT to evaluate their influences.

We first compare the performance of FedAFA with λ ∈
[0, 1] in Figure 4(a). FedAFA degenerates into the case of
only training on Dbalk when λ = 0, and FedAFA is equivalent
to the case of only training on Gk when λ = 1. It can be
observed that λ ∈ [0.6, 0.8] generally performs better than
either extreme case, which validates the effectiveness of the
proposed loss function LAFA.

The performance of FedAFA with pd ∈ (0, 1) is also
shown in Figure 4(b). It can be observed that the perfor-
mance increases as pd reaches 0.5 and then decreases when
pd reaches 1. When pd is close to 1, only a few generated
features can be selected for personalized training, which may
only provide limited help. On the other hand, when pd is
close to 0, generated features with any confidence are used for
personalized training. They cannot focus on improving the
decision boundary between the local majority and minority
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Fig. 3. Visualization of test accuracy change on each class
with α = 0.2. (a) The class index is sorted from head classes
to tail classes from the global perspective. (b) The numbers
of samples of each class from left to right are {8, 933, 9, 6}.
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Fig. 4. Effects of hyperparameters of FedAFA.

classes. Therefore, this experiment validates that drop proba-
bility can effectively select generated features helpful for per-
sonalized training.

Finally, Figure 4(c) shows the performance of FedAFA
by augmenting features on different blocks of ResNet32. It
can be seen that FedAFA performs best when we select the
features of Block 3 or Block 4. This observation confirms that
selecting the feature space for augmentation is more effective
than the sample space.

4. CONCLUSION

In this paper, FedAFA is proposed to solve the problem of
PFL with heterogeneous and long-tailed data. FedAFA first
transfers the knowledge of the local majority class to the lo-
cal minority class to improve the performance of the local
minority class. At the same time, FedAFA proposes a new
optimization objective to maintain the performance of local
majority classes. Therefore, FedAFA can enhance the gener-
alization ability of the local minority classes while preserving
the robust performance of the local majority classes. Exper-
imental results show the superiority of FedAFA compared to
other state-of-the-art PFL methods under different settings.
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