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Abstract — This paper proposes a transport—laal_er errofrom the media synchronization point of view. All the previous
recovery scheme using retransmission for live audio—videworks deal with either video or audio, and also the works assess
streams transferred over QoS non-guaranteed networks. T#e media synchronization quality only in insufficient ways in
scheme employs an enhanced version ohvitieial-time ren-  spite of strong influence of retransmission on delay jitters.
dering (VTR media synchronization algorithm, which adjusts ' The purpose of this paper is twofold. First, we propose
media rendering-time according to the network condition, andn efficient error recovery scheme based on retransmission for
is referred to aRVTR(Retransmission with VT this Paper. both audio and video transferred over QoS non—guaranteed
By experiment, we assess the synchronization quality of botetworks like the Internet. The scheme utilizes a media sg -
intra—stream and inter—stream in RVTR and four other schemehronization algorithm previously proposed by the authors [8],
for audio—video transmission. A comparison of the experiwhich is referred to as thertual-time renderindVTR algo-
mental results indicates that joint application of retransmissiorithm [9]. The VTR algorithm adjusts the MU rendering—time
control and the VTR synchronization control as in RVTR isaccording to the network condition; this can provide extra time

effective in the improvement of media synchronization qualityfor retransmissioh We refer to the proposed error recovery
and that either control alone does not produce much improvgecheme afRVTR(Retransmission with Virtual-Time Render-

ment. ing). Secondly, we quantitatively assess the synchronization
1 Introducti quality of both intra—stream and inter—stream in five audio—
ntroauction video transmission schemes including RVTR by experiment;

The explosively increasing popularity of the Internet demandthereby, we show the effectiveness of RVTR. _
various multimedia applications with the transmission of con- This paper considers o\r/l\l)/ live media, though RVTR is ap-
tinuous media such as audio and video. Streaming audio apticable to stored media. We first enhance the VTR algorithm
video for the World Wide Web (WWW), videotelephone, video-S0O as to accommodate itself to MU loss and retransmission.
conference, and live concert broadcasting are good exampléé then introduce a selective retransmission mechanism that
of the applications. In realizing them, we have to solve mangonducts retransmissions within limited time intervals speci-
technical problems. ied by the VTR algorithm to preserve the real-time property.
One of the most important issues is how to cope with packiVe also develop a simple experimental system for the quali-
et loss due to congestion and packet corruption, both of whidly assessment. In the system, we use RTP/RTCP [10] on top
are inevitable iQuality—of—Servic€QoS non-guaranteed net- 0f UDP; RVTR is implemented over RTP/RTCP. Also, JPEG
works like the Internet. Solutions to the problem include autovideo is adopted for real-time transmission. In the assessment,
matic retransmission request (ARQ), forward error correctiowe examine the effects of network loads and round—trip time
(FEC), adaptive control of audio/video output rates, and errd¥€tween the source and the destination on the quality, since
concealment. Among these techniques, ARQ is a basic atiey affect MU loss and the efficiency of the retransmission.
efficient one. This paper studies ARQ at the transport layer The rest of the paper is organized as follows. Section 2
and proposes a retransmission—based error recovery schespecifies the VTR algorithm enhanced for MU loss and re-
for audio—video transmission. transmission. Section 3 proposes RVTR. Section 4 illustrates a
Previously, retransmission—based error control was consimEtUOddO?y for the assessment of the media synchronization
ered not suitable for interactive audio-visual applications, sincguality, including quality measures, an experimental system
lost packets could not be recovered by retransmission befoagid an experimental method. Section 5 presents experimental
tﬂeir ouﬁput deﬁdlings. Rgcently, howe(:iver, Ejhe effectlvenesls ué?ults to demonstrate the effectiveness of RVTR.
the technique has been demonstrated, and many protocols .
this type are being introdhucedl[l]. cod mulimed 2" TheVTR Algorithm Enhanced for MU
Another important technical issue in networked multimedia icci
applications is the preservation of the media temporal rela- Loss and Retransmission
tions, namelymedia synchronizatioff]. It can be classified We consider the transmission of an audio stream and the cor-
into intra-stream synchronizatioand inter—stream synchro- resgonding video stream from a source to a destination over a
nization The former keeps the continuity of a single streamQoS non—guaranteed network. The audio and video are trans-
that is, it outputsnedia unit§MUs), which’is the information mitted as two segarate transport streams, conforming to the
unit for media synchronization, at the destination at the samspecification of RTP; this corresponds to thelti-stream ap-
intervals as the generation ones at the source. The latter is symeach[11]. A video frame is deﬁned as a video MU, and an
chronization among plural media streams; a typical exampigudio packet consisting of a constant number of audio samples
is synchronization between spoken voice and the movementa$ an audio MU.
the speaker’s lips (i.e., video). i i In this paper, we suppose that a retransmission mechanism
The temporal relations can be disturbed by various causs built on RTP/UDP. The retransmission is tried so that each
es, e.g., by the fluctuation of available CPU—processing powetransmitted MU can arrive at the destination before its output
er during the media capturing/reconstructing process and lgeadline which is specified by the media synchronization algo-
delay jitters during the transmission through communicationthm employed at the destination. Consequently, MUs can be
networks. It should be noted that retransmission of MUs agdest owing to insufficient time for retransmission, and the order
gravates network delay jitters. Therefore, when we use sonag MU’s arrival at the destination can be different from that of
retransmission—based protocol for error recovery, we shouttieir generation at the source.
give considerable thought to the issue of media synchroniza-
tion. ) . L 1The technique of adaptive playback point with extended control time in
A variety of studies on retransmission—based error contr@d] takes a similar approach; however, it produces the extra time by skipping
for continuous media transmission have been reported in [3p-frames of MPEG, which is quite different from the adaptation mechanism of
[7]. However, we cannot find any systematic research reswirR.




The original VTR algorithm in [8] supposes a completely2.2.1  Output Time of First MU

reliable transport protocol and so it assumes that every M{dss first determine the out i ; i
! : A tern put time of the first MU in each
generated at the source is available in order atttesport. —yream which is also used to obtain the time—origin for output

service access poifT SAR of the destination. Thus, in this c,ntro1'at the destination. The destination waits for the arrival
R t%rﬁﬂrlf?gs'rsegrfg reergpaa}]nscrﬁigg(iaoﬁlgonthm 10 acCOMMEF the first MU of audio and that of video and then selects the
. . . . 1 2 .
ﬁThiS paper assumes that tbgnchronizatipnl Iayerévhich time of later arrivaldy, i.e., A1 = maxA{", A?). Defining
offers the media synchronization services, is located on top gf 2 . (1) ~(2) : ,
the transport layer as in [8] and that the transport layer hergt = MiN(T;™, ;™) , we set the output time of the first MU

contains the retransmission mechanism. in streamy (j =1 and(23 to "

Although the original VTR algorithm assumes cé%ally DY) = A+ 7V 1
available clockg8], the enhanced algorithm supposgsbally ! t tn @)
synchronized clocksThis is because the current local times at D =19 T + Jmax )
the source and the destination should be identical for effective . - . .
retransmission. The t|me—orl%|g for output control in each stream will be

determined as thieeal target output timef the first MU in the

. . stream.
2.1 Definition of Notations 2.2.2 ldeal Target Output Time

The VTR algorithm sel media stream ter stream ; ; ;
and the (?tr?grst aclave. Csttsrgam%(\j/v%i%thegre ass)r/“r]g?]ronized to !N order to preserve the real-time property of live media, we
the master. The algorithm exerts intra—stream synchronizatidtroduce themaximum allowable delag,. Then, we define

control over both master and slave streams, while it performge jgeal target output time'; of the n-th MU in streamj as
inter—stream synchronization control only on slave streams after

the intra-stream control. In this paper, we select audio (say () Dij), if ng) — Tl(]) <Ay
stream ) as the master and videst{eam 2 as the slave since Ty = ) . - 3)
audio is more sensitive to intra—stream synchronization error Ty” +bq), otherwise
than video. ) () ()

For the description of the algorithm, we define the following o) =ay” oy, (n=23,--) (4)
notations for stream (j = 1 andZ%. First, we I_etTr(L’) (n= Note that we have prepared two expressionszﬁﬂ)r for the
1,2,---) denote the timestamp of the-th MU in streamj, preservation of the real-time property. That is, the first MU

. ). & may happen to suffer from a long delay; in this case, the time
which is attached at the TSAP of the source, and defffik = orig)gn sﬁguld be determined so %s no%/to give bad effects on

73 — 19 (n < m;m = 1,2,--). Secondly, we denote the timely output of the succeeding MUs. . .
target output timeof the n-th MU by £ its exact definition If the valu(e;)oan| g)approp_mate fo_r a given network (i.e.,
will be given later. Also, letAl):. and AWk be estimates iIf we havex;” = Dy7’) and if Jmax is the exact value for

of the maximum and minimum values, respectively, of thehe networR, then we can seby) = 2 for all values ofn.
A In reality, however, this is not the case; therefore, we cannot

network delay in seconds for streajn and define/max =  ajways output the MU at the ideal target output time. In order
maxAiax—Aiin, Afday—AEin). Then,Jmaxis an estimate  to cope with this situation, the VTR algorithm introduces the

of the maximum delay jitters; a rough estimate is sufficientarget output time'?’, which is obtained by adding/subtracting
for the algorithm to perform well. In addition, lety’ and @ delay (i.e.slide timg to/from the ideal target output time;
DU t1h val ti £ theth MU in st -t this corresponds to the time expansion/contraction.

)’ represent the arrival time o in streamj a ,
the TSAP of the destination and the output time, respectively-2-3 Target Output Time _ ‘
this implies that we have the output waiting tifngiven by ~Now, let us define the slide time of theth MU in streamy,
9 = pY _ 49 \which enables us to absorb the networkwhich is denoted bpSY, as the difference between thod-

delay jitters. o ified target output timey)* and the original target output time
In the intra—stream synchronization phase, the VTR algoq;) j

_ ) _ 7). Also, we denote theotal slide timeS$’ by
rithm calculates thecheduled output timé;;’ by comparing

, , () _ () _

¢t and AY). For the master stream (stream 1), we have SO, O’(?Sl O ®)
DP = d'¥, while for the slave stream (stream 2)?) is SP =87, +859) (n=1,2,-) (6)
determined by usingl%z) in the inter-stream synchronization Then,t?) andt'/* are given by
phase. (4) (4)

7 =xy (7)
2.2 Intra—stream Synchronization Control t) =2 4 57(21 (n=23-) (8)
We make the enhancement only to the intra—stream synchro- t* =) £ ASY) (n = 2,3, (9)
nization; for inter—stream synchronization, we can use the same ) " " " ol ,
algorithm as that in [13]. Ig_ this pzisJer, we assume that only the master stream (i.e.,

audio;j =

_ _ accordingly the slave stream (videﬁ);: ) modifies it by the
21f AGLy andAGL are the exact values of the maximum and minimumsame amount at the same time. Therefore, we always have the
network delays, respectively, the intra—stream synchronization can be perfeiigntical total slide time for the master and slave streams.

achieved by choosing the output waiting time so as to sat[é?yz A%)ax —

Biin

can modify the target outgut time for itself and

3Note that even if we can get the exact valugghy, setting./maxto that
[12]. value may destroy the real—time property.



2.2.4 Retransmission and Loss of MU In the latter case, we ha\légl) = d%l) = 00, which means

. (1) . skipping of the MU, namely, loss of the MU. In this case, its
Before specifying how to sekS;,”, we consider the treatment L (1) : (1)
of MU retransmission and loss in the algorithm. The retrandarget output time is delayed byS,” = maxmin(r, Tp,~ —
mission is carried out when an MU is found absent at the(l +0g)),0), wherer is a positive constant, and the-th MU

destination; the procedure will be described in the next sectio[g the last MU output before the attempt to output theh MU

Suppose that the-th MU in streamy either arrives at TSAP : ; ;
oris found lost at the destination. In the implementation of thé‘ﬁéﬂ%é’grg}?tﬂrg%mg ;e;rr]%elzjtnct)utput time of the slave stream is

enhanced VTR algorithm, we regard the momentithigs MU 1
is read out from the receiver—buffer to exert media synchro- The meaning of the expression fas is as follows. The
nization control as the arrival time'?) of the MU at Tsap, destination tries to delay the target output time bynder
The receiver—buffer has two queues: one for newly transmittegPnstraint of the maximum allowable deldy; this would
MUs and the other for retransmitted MUs. A received MUgive ASSY = maxmin(t!® + r, T + Ay) — t2,0) =
joins either queue according to its sort in the orderofreceptiorcﬁ. o D0 " e al (l)” ’(1) ]
o initiate the synchronization control of an MU for output, themax(min(r, T~ — t;;° + Ag)),0). However, T, — t,” is
destination first searches the queue of newly transmitted MUgknown at the destination since theth MU is lost; there-
and then the queue of retransmitted MUs if the MU is not i : : D _ 4D \which is k h
the former one. If neither queue has the MU, the destinatiolp'e; We approximate it bf’»" — ", which is known at the
waits for it until aretransmission deadlinet which timere- ~ destination. .
transmission timeoutccurs. Loss of the MU is identified by . (b) Time Contraction . .
the retransmission timeout, which can be regarded as an afrivig can advance the target output time of theh MU if

with AY) = 0. _A&P < t!P. However, we should do so when the network
We now determine the retransmission deadline ofsikga 1S not congested or when the target output time exceeds the
MU in streamj, which is denoted b)Wéj)_ First. let them- limit specified by the maximum allowable delay), i.e., when

th MU (m < n) be the last MU output before the attempt totS})—Trgl) > Ag|. We checkthe former condition by confirming
outputthen-th MU. Also, letthe MU with the smallest sequence,g MU loss for a certain period of time (5&%.1,55) Since the
numberlarger than inthe two queues be thethMU (k > n).  |ast loss. Thus, if either of the two conditions is Satisfied when

Then, W\ is set to an estimate of the target output time of4 (% <tV we setd” = maxt® —r,z); sinceAst” =

the k-th MU: W) = ) + aﬁi?k. If the destination receives ¢ — (Y in this case, we havaSyY = —min(r, 57(21), At
thel-th MU (n < [ < k) while waiting for then-th MU, then  the same time, the target output time of the slave stream is
w9 is changed to the estimate for tih¢h MU by setting 2dvanced by the same amount.

Wy =) + 0. 3 Retransmission with Virtual-Time
2.2.5 Scheduled Output Time and Slide Time Rendering (RVTR)

We are now in a position to speci 7(11)_ For that purpose, we We adopt a selective retransmission mechanism using negative
P peciyS ; purp acknowledgment on top of RTP/UDP. The retransmission is at-

first consider the scheduled output tiré’ for then-th MU in temFg)ted during a limited time interval specified by the enhanced
streamy. VTR algorithm. Below, we describe the control procedures at

In order to determingy’, the destination compares the ar-the destination and at the source.
rival time A and the target output time’’. In this paper,we 3.1 Control at the Destination
adopt thequick recovery policyg], which gives We prepare two kinds of the control procedures: one for the

_ 9 40D < 4l) first retransmission and the other for the second and subsequent
dy) =< Gy no=n (10) retransmission. o _
Ay, otherwise First, let us explain the former. When the destination receives

The former case in the master stream has a possibility @ MU, it memorizes the sequence number of the MU if the
advancing the target output time, namely, the time contractiodU is newly transmitted, and it stores the MU into one of
. 1) . N the two queues in the receiver—buffer. The failure in the first
(i.e., ASn,” < 0), while the latter has that of delaying it, the transmission of an MU is detected by discontinuity between
time expansion (i.e ASSY > 0). We first deal with the time the sequence numbers of newly transmitted MUs that have
expansion and then the time contraction. been received in succession. When the destination notices any

(a) Time Expansion failure in the first transmission, it sendsemuest packeb the
We de|ay the target Output time in two cases. One is the Caﬁ]@Urce for the retransmission. The paCket contains information

. : (1) e source needs for the retransmission.
where the arrival of the MU is too late but,,” < 0, and - TO Spec|fy-the |nf0rmat|on prec|se|y, suppose that the des-
the other is the case of MU loss, i.ed'Y) = co. Both cases tination has just received the-th MU in streamj, which is
indicate network congestion. So, by delaying the target outpiiewly transmitted, and stored it into the queue. Then, the
time, we can produce extra time for possible retransmission ofestination checks the sequence number the newly
the succeeding MUs. transmitted MU that had been received just before dt¢h
1 _ 4@ (1) MU; note thatk has been memorized. K is different from

) In(lt)he fo(rlr)rlgrcase, we hawk = A5 >> 1 .(l')rherefore, m — 1, the destination considers that tle + 1)-st through
if dn’ — tn’ is larger than a threshold valtig,; > O,we (m — 1)-st MUs failed in the first transmission. We further

modify the target output time by settifgSy” = d) —ti).  assume that the—th MU (b < k) is the last MU output be-
fore the reception of then-th MU. In addition, letP}? denote

4Since the target output time of the slave stream is not changed for itselftjje departure time of the:-th MU from the source, which is
this paper, we ser}g) = co- attached by the source. Then, the information consists of the




sequence numbers of the failed MUs (naméky;+ 1) through WS1 (Source) WS2 (Destination)
(m — 1)), ) — TV and PY). Note thatt!”) — T\ is the
latest value of the time interval between the generation instant =
of an MU already output and its target output time. g
Next, we describe the procedure for the second and subsggemet

quent retransmission. Each time the destination makes a re-ub
transmission request, it records the order of the request. When >3
the destination receives a retransmitted MU, it refers to the re-

uest order recorded. If the reception order is different from ~ Routerl
the request order, then the destination considers that MUs cor-
responding to the gap in the request order failed in their retrans-
mission, and it sends a request packet for the retransmission of
the MUs in the same manner as the first procedure. However,

no request is made for any MU whose sequence number is s- F . i i :
maller than that of the MU which has been output just before Figure 1. Configuration of the experimental system.

the reception of the retransmitted MU. IT< tf‘%gompg” ﬁon, we de_xamine deérimental ﬁﬂffects of netd
work loads and the round-trip time between the source an
3.2 Control at the Source ) . the destination on the quality. Thisis because MU loss occurs
The source saves a copy of each newly transmitted MU in @wing to heavy network loads and the success probability of
buffer for a certain period of tinfeand searches the buffer on the retransmission depends on the round-trip time as well as
receiving a request packet from the destination. the network load. _ ] _

Each time the source receives a request packet, it examinedn this section, we first define measures for quality assess-
whether it has enough time to get each requested MU (S%Rje”ff- We then show an experimental system developed for the
the n-th MU in streamj) arrived at the destination before quality assessment and also illustrate a method for the experi-
a deadline. If the source judges the time enough, it carriggent.

out a retransmission. The deadline shouldbé’) defined 4.1 Measures for Quality Assessment

in the previous section. As a matter of fact, however, th&here js no authorized measures for quantitative assessment
at the destination. That is, the source cannot calculéd). ~ sures the authors have introduced and used in their previous
Therefore, we use an estimate of the target output time of tif&udies on media synchronization [9], [11], [13].

. i i i For the quality assessment of intra—stream Synchronization
(n + 1)-st MU instead. The estimate can be obtained fror‘Por audio or video, we first evaluate the coefficient of variation

the information contained in the request packetia(zézl +  of output interval which represents the smoothness of output
G) _ )N hat the ti 0) s Kk h of amediastream. In addition, we usethe MU loss rate which
tp’ — T,”’. Note that the timestam,’/, is known at the g the ratio of the number of MUs lost to the total number of
source. Also, leCy;,. and Rmin denote the current time at MUs generated, to investigate the efficiency of retransmission.
the source and an estimate of the minimum round—trip time For the inter—stream synchronization quality, we caculate

between the source and the destination, respectively. ThefRe mean square errdt which is defined as the average square
the source judges the time enoughlif”, + ¢/ — 7\”) > of the difference between the output time of each Save MU

] . ; . d its derived output time The derived output time of each
Ciime + Rmin/2. Each time the source receives a requefiya MU s defined s the output time of the corresponding

Voice & Video

Data link
simulator Router 2

packet, it renewdtmin in th(e_)following manner: mastlslrUM l[J8 lus the difference between the timestamps of the
Rmin ¢ min(Cyime — Pri’, Rmin). two MUs E , :
We have selected the minimum value of the round-trip timg_Finaly, the average MUdelay is a key measure for live

) ; i : ia; i he average time in seconds from the moment an
since we should give as much opportunity as possible for rénedia itist age ur .
transmission to recover from MU loss. Uis generated until the instant the MU is output.
hN?rt]e tfgﬁt thetdestinatit_)n could alsto ﬁdo dt% polic;(/j ofjudgitngl.Z Experimental System
whether the retransmission request should be made or not. . - .
this paper, however, we have not taken the policgl for simplicitéﬁbure Lillustrates the configuration of the experimental sys-

of the implementation and for small overhead of a requedfM: It comprisesfour workstations (WSL through Ws4), three
packet compared to the size of an MU. Base-T Ethernet—hubs, two routers (Router 1 and Router 2)

and adatalink simulator. _

. WS1 and WS2 are SUN Ultra 2 workstations (200 MHé
4 Methodology for Quality Assessment  each of which has amain memory of 128 Mbytes and a JPE

video board (PowerVideo from Parallax Graphics, Inc.) for the

In order to demonstrate the effectiveness of RVTR, we evaluatéT SC—standard. WS3 and WS4 are SUN Ultra 1 workstations
the performance of RVTR and four other schemes and conf143 MHz) each with a 64 Mbyte main memory. WSI runs
pare their media synchronization quality. The four schemeSolaris 2.6 with OpenWindow 3.6, while WS2, WS3 and WS4
are: (1) Retransmission control using the VTR algorithm butun Solaris 2.5.1 with OpenWindow 3.5.1.
without the change of the target output time, which'is referred Routers 1 and 2 are Cisco System’s 4700-M and 2514, re-
to asRSyndere, (2) No—retransmission control using the VTRspectiver. They are connected to each other by a V.35 serial
algorithm with the change of the target output time, whichine throligh the data link simulator (ADTECH SX/12). The
we denote here simply BYTR (3) No-retransmission control t-angmission rate of the serial line is set to 4 Mbps in our ex-
using the VTR algorithm but without the change of the targeperiment
outputtime, which we calbyng and (4) Neither retransmission ™ The data link simulator can simulate various transmission

control nor media synchronization control; that is, no—control : i
which is represented ByC, error patterns and propagation delay values. In our experiment,

6If at least either a dave MU or the corresponding master MU is lost, the
51t is three seconds in the implementation in this paper. pair of MUs are excluded in the calculation.




Table 1. Specifications of voice and video.

| item | voice | video ]
coding scheme ITU-T JPEG
G.711 p-law

image size [pixels] — 320 x 240
average MU size [byteq] 400 3527
original average MU rate [MU/s] 20.0

original average inter—MU time[ms] 50.0

original average bit rate [kbps] 64.0 [ 5630
measurement time[s] 2433

weutilizethe capability of producing apropa%ati ondelay which
can take any value in the range from O to 2 seconds by ms;
thereby, we can set various values of the round-trip time.

4.3 Method of the Experiment

Our experiment in this paper focuses on lip synchronization,
and we use a lady’s voice and her head view video as the
audio stream and video stream, respectively. Table 1 showsthe
specifications of voice and video.

In the experiment, WS1 and WS2 are used as the source of
the voice and video streams and its destination, respectively.
WSL inputs the voice and video streams from a video cas-
sette recorder in order to generate the mediatraffic of the same
amount in each experimental run. Using RTP/RTCP, WS1
transfers the voice and video as two separate transport streams
to WS2. An RTCP packet is transmitted at intervals of 5 sec-
onds; however, no function of RTCP packets is utilized in this
paper. Asin [11], we can perform dynamic resolution control
of video by utilizing the value of some field ée.%, “fraction
lost”) of sender report (SR)/receiver report (RR) RTCP pack-
ets; we have already implemented and evaluated this scheme.
Experimental results of this subject will be covered in another

paper.

WS3 and WS4 are used to generate a traffic flow of inter-
ference with which MU loss in the voice and video streams
occur. WS3 sends fixed—si ze data messages of 1472 byteseach
to WS4 under the UDP protocol at exponentially distributed
intervals. The amount of the interference traffic is adjusted by
changing the average of the interval. )

The parameter values in the VTR algorithm are set as
follows”: T\)=80ms, T\ ?=80 ms, T\»?=160 ms, r=20 ms,
and T',,105,=5 seconds. We have selected the values of T,g’z)

and T,Ei’z) , referring to results of subjective assessment of alip
synchronization experiment conducted by Stei nmetzd[ 14%: He
reports that a time difference of between —80 ms and 480 ms
leads to synchronization of high quality, whereas atime differ-

ence beyond £160 ms corresponds to asynchrony. The values
of T,g), r and 01055 Were determined after we had tried sev-
eral valuesfor each.

Furthermore, we set Jmax=100 ms and A5=300 ms. We
roughly chose Jmax=100 ms, considering the current exper-
imental environment. The choice of A5=300 ms was made
on the basis of ITU-T Recommendation G.114 [15], which
regar_ds delays of 150 to 400 ms as acceptable provided that
Administrations are aware of the transmission time impact on
the transmission quality of user applications.

5 Experimental Results

We first examine detrimental effects of the interference data
load (namely, effects of MU loss) on the quality when the

7T}Eé’2) and T}(Li’z) are threshold values for inter—stream synchronization.

Additional delay = Oms
Jmax = 100mMs

1.0
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Figure 2: Coefficient of variation of output interval versus data
load for voice.
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Figure 3: Coefficient of variation of output interval versus data
load for video.

propagation delay of the data link simulator, which we call
additional delayhere, is set to O; this corresponds to a LAN
environment. We then study the effects of the additional delay
on the quality when the data load is kept constant.

5.1 Effect of Data Load with No Additional
Delay

We first assess the intra—stream synchronization quality. Fig-
ures 2 and 3 show the coefficient of variation of output interval
for voice and video, respectively, as afunction of the data load
for the five schemes. In these figures we observe that for both
voice and video RVTR provides the minimum coefficient of
variation and VTR the second minimum for almost all the data
loads here, while NC givesthelargest. Thus, we seethat media
synchronization control without the change of the target output
time is not so effective in improving the smoothness of output
and that joint application of retransmission and mediasynchro-
nization control with the change of the target output time is
effective.

We next examine the MU loss rate. Figure 4 displays this
measurefor video; the result of voice showsthe same tendency.
We then find that RVTR achieves the best performance and
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RSync the second best and that thereis no substantial difference
among the others. Thus, we can confirm the effectiveness of
the retransmission control. _

Figure 5 plots the mean square error of inter—stream Sén-
chronization versus data|oad. We notice that although NC has
much larger values than the four schemes with synchronization
control, the values for all the schemes are much smaller than
6400 ms? (=80°ms?), which is athreshold of hi%h inter—stream
synchronization quality reported by Steinmetz [14]. High qual-
ity of inter—stream synchronization even with no control is a
characteristic of live media[11]. _

Figure 6 presents the average MU delay of voice. The
average MU delay of video is approximately the same as that
of voice owing to high quality of inter—stream synchronization.
We find that both RVTR and VTR produce larger MU delays
than the others at heavy dataloads because of the modification
of the target output time. However, it should be noted that the
MU delays of RVTR and VTR are restricted approximately to
A4 =300 ms; this implies that the upper bound of the average

MU delay is controllable with the VTR agorithm.

5.2 Effect of Additional Delay at a Constant
Data Load

It is clear that the retransmission control is not suitable for
environmentsof long round-triptime. Therefore, wevariedthe
additional delay from 0 to 100 ms in the experiment. We also
kept the dataload at 7.4 Mbpsin the figuresto be shown below.
Since the results of video are very similar to the corresponding
results of voice, we show the results of voiceonly.

Figure 7 plots the coefficient of variation of output interval
for voice as a function of the additional delay. The figure
indicates that as the additional delay increases, the coefficient
of variation for RVTR also increases, while those for the others
hardly do. We seethat RV TR hasthe best quality for additional
delays up to about 40 ms. ) ]

Figure 8 depicts the MU loss rate of voice. In thefigure, we
observe that RVTR and RSync are affected by increase in the
additional delay, whereas the others are hardly affected. This
is, of course, due to the difference in capability of retransmis-
sion control. The figure indicates that RVTR can improve the
performance for additional delays up to about 60 ms.

~We present the mean square error of inter—stream synchro-
nization in Fig. 9, from which we see that the additional delay
hardly affectsthe quality in al the schemes.

~ Figure 10 displays the averaPe MU delay of voice. In this
figure, we observe that for all the additional delays shown
here, the average MU delays of both RVTR and VTR take
an approximately constant value, namely, A5=300 ms, while

those of the other schemes linearly grow with increase in the
additional delay.

6 Conclusions

We proposed RVTR, which exerts retransmission control with
the VTR media synchronization agorithm. By experiment,
we assessed the media synchronization quality of five schemes
including RVTR for various network loads. We then saw that
joint application of the retransmission control and the VTR
algorithm is effective in the improvement of media synchro-
nization quality and that either control aone does not produce
much improvement. We also noticed that although the VTR
algorithm incurs increment of the average MU delay, its upper
bound is controllable by setting Ay to adesirable value.

We further examined the effects of the round-trip time on
the _?uallty and found that the quality improvement obtained by
RVTR decreases as the round—trip timeincreases. ]

As the next step of our research, we need to investigate
how the threshold and parameters in RVTR affect the media

nchronization quality under awide variety of conditions and
thereby establish amethod for setting their appropriatevaluesin
practical situations. Our future work also includes extensions
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odeVTR to multicast communications and interframe coded
video.
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