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Abstract— The performance of a GMPLS switching architecture with Nakazawa and et al. presented a mathematical model for an
the flush capability is studied. For this switching architecture, we propose a MPLS switch. However many operation details of the MPLS
gueueing model that includes the control plane, the switching buffer mech- ' . .
anism, and the flush mechanism. The flush capability is included to reduce control plane Werg not well covered in thellr work. Such exam-
the out-of-sequence problem due to dynamic path changes. The behavior ples are the occasion to setup an Label Switched Path (LSP), the
of aggregated streams, the label-setup and release policies, and the mechgllowed lifetime for an LSP, and the appropriate time to release
anisms for efficient resource qllocaﬂon are all covered. With the proposed an LSP. Our previous work [9], [10] analyzed the operations of
model, one can select appropriate parameters for the label-setup policy and . . . . .
the label-release policy to match the traffic load and network environment. MPLS switch including the above_-mentlo_ned behavior but only
Key performance metrics, such as the throughput, the label-setup rate, and under heavy load and long-duration traffic. Therefore, a model

the fast path bandwidth utilization, can all be evaluated by this mathemat- embracing detailed operations of the GMPLS control plane is
ical model. Numerical results and simulations are used to verify the accu- _.
still strongly needed.

racy of our proposed queueing model. Finally, the trade-off among these - ) )
performance metrics can be observed as well. In this paper, we develop a queueing model to characterize the

Keywords—GMPLS, switching, routing, performance analysis. behavior of detailed operations of a generic GMPLS switch with
flush mechanism. Aggregation of IP streams is assumed so that
the label (or lambda) usage can be reduced and the processing
load of the GMPLS controller can be alleviated. The label-setup
In recent years, it has been a trend to adopt new technologiesicy we propose is based on the accumulated packets in the
to overcome the scalability and complexity issues in routing téefault path buffer. According to this policy, the path is set up
ble lookup and packet forwarding. In the Internet Engineeringhly when the number of packets has reached a threshold. The
Task Force (IETF), Multi-Protocol Label Switching (MPLS) [1]iabel-release policy is controlled by an adjustable label-release
is proposed and considered to be one of the most important gaver. Efficient resource allocation mechanism is thus achieved
lutions. The basic concept of MPLS is that packet forwardingy fine tuning the flexible label-setup policy and the adjustable
is based on a fixed short length label instead of longest mattdbel-release timer. In ATM LAN Emulation [11], there is a
ing search, which can shorten packet transit time. There #@itg&h mechanism that administers the change from the Broadcast
two most popular approaches for connection setup in MPLSnknown Server (BUS) forwarding path onto the Data Direct
The traffic-driven method is to trigger label-setup according ¥CC path, which is to ensure that none of the arriving packets
traffic demand, while the topology-driven system is based aife out-of-sequence. The necessity to include the flush mecha-
routing information. When it is necessary to combine traffic emism in the GMPLS switch architecture is similar. Hence, the
gineering aspect of MPLS with bandwidth provision capabilitlush mechanism is invoked when the fast path becomes avail-
of DWDM, Multi-Protocol Lambda Switching (MRS) [2] is able. Under this mechanism, the packets accumulated in the
found to play a major role. Meanwhile, considering that thedefault path will be switched to the fast path as soon as the fast
are many different underlying data-link and physical layer tecpath becomes available. Although our queueing model is traffic-
nologies, Generalized Multi-Protocol Label Switching (GMdriven oriented, the behavior of the topology-driven system can
PLS) [3], [4] is thus suggested to extend MPLS to encompasé approximately obtained via extreme case of this traffic-driven
time-division, wavelength (lambdas) and spatial switching. model. The key performance measures such as the throughput,
In order to control different switching operations under GMehe label-setup rate, and the fast path bandwidth utilization, can
PLS, the label defined for various switches is required to be aif be derived in the proposed model.
different formats [5], and related signaling and routing protocols The remainder of the paper is organized in the following.
also need modifying [3], [6]. However, the key operations gh Section Il, the queueing model for a GMPLS switch is de-
the control plane of these various switching protocol suites aseribed. In Section Ill, the analysis procedure is presented. In
found to be similar. Although basic functions of the (G)MPLSection IV, three performance measures are derived. Numerical
control plane have been discussed or defined in the literatusgperiments are discussed in Section V. Conclusions are drawn
operation procedures for efficient resource control have not begisection VI.
defined completely and their impact on performance are still
under investigation. At the same time, a sophisticated queue- 1. QUEUEING MODEL
ing model which can evaluate the performance of the (G)MPLS
switching network is found not quite easy to build. In [7], [8]bf

|. INTRODUCTION

In this section, a queueing model characterizing the behavior
an aggregated IP stream passing through a GMPLS switch

. i i ) is presented. The number of labels is assumed to be enough
TThis work was supported by National Science Council, R.O.C., und

I . . .
Grant NSC 90-2213-E-002-076, and by Ministry of Education, R.0.C., undter all incoming flows. The bandwidth allocated to each label
Grant 89E-FA06-2-4-7. (or a flow) is fixed. Therefore, we can focus on investigating
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. . .. GMPLS Controll
contentions. For simplicity, we focus on the case that only one ki)

the steady-state performance of a GMPLS switch without label %
Label_Release

single flow is included in this queueing model. The results can LM Fast Route_Setlp |

then be easily extended to the general case. Regarding the traffic S j .

source, an aggregated stream (equivalently a flow) is assumed | | Fiow Classifer Setup Reque; packer Label Release Timer
to be consisted oV homogeneous IPPs (Interrupted Poisson Label_Setup_Polic ‘ - -
Process), where each IPP has an exponentially distributed

(off ) duration with mean equall/« (1/6) and is the arrival e

rate inon state. Note that this traffic source model includes four ‘

parameters to match most Markovian traffic pattéins
The queueing model for a GMPLS switch, the GMPLS
. . . . . . . . Default_Route
gueueing model, is shown in Fig. 1. The solid lines in Figure 1 T e TR
denote the paths that packets go through and the dotted lines { | fe- Packets
are the signaling paths. There are three major functional blocks :

Signaling‘

in this model: the GMPLS controller, the default route module, I

and the fast route module. The functions of the control plane 5 Ly /uo\

are included in the GMPLS controller. The default route mod- mﬁ/

ule stands for the IP-layer (layer-3) and data-link layer (layer-2) Fast Route Mudule

on the default path. The fast route data-link is represented by

the fast route module. In this GMPLS architecture, ldtgel is Fig. 1. GMPLS queueing model.

used as a generic term. When GMPLS is used to control TDM

such as SONET, time slots are labels. Each frgquenc})(ormulated packets in the buffer of ti@efault Routenode reach
corresponds to a label when FDM such as WDM is taken as ttrﬁ% triggering threshold, the flow classifier & latsdtuppolic
underlying switching technology. When the switching mech- ggerng ' RPOlicy

anism is space-division multiplexing based, labels are referred 29! will trigger the default route module to send a setup

. . ; . : rei_quest packet through tifast RouteSetupnode to its down-
to as ports. Six queueing nodes are included in this mOdgtfeam LSR (Label Switch Router) until the egress LSR for ne-
DefaultRoute, FasRoute, LabePool, FastRouteSetup, La- 9
belRelease, and LabdeleaseTimer. Traffic served by tra-

gotiating an appropriate LSP according to the current network
ditional routing protocol will be served by thBefaultRoute

resources. The GMPLS controller will set up a fast path for
node, whose buffer stores the packets which cannot be ptrrc])'-S stream and assign it a label. The packets accumulated in
L the buffer of theDefault Routenode will then be rerouted to the
cessed in time by the IP processor on the default path. Mean- .
. ast Routenode when the fast path becomes available, and such
while, the FastRoutenode serves packets whose stream has . :
rocedure is called the flush mechanism.

been assigned a label. The fast path buffer stores the pa% - o L
he label manager maintains an activity timer to control the

ets which cannot be processed in time by the fast route. Th% Lrel i fthe fl The label is rel donlv if
LabelPool stores the labels which represent the availability gf‘ el-release operation of the flow. The label is released only |

the fast path and the fast path is available if there is a label[}E activity timer indicating that the maximum allowed inactive

the LabelPool. The Fast RouteSetupnode represents the time, uration has been reached. . Incoming packets will be blocked
required to set up an LSP for an aggregated stream. LBhe if the accumulated packets in thi@efault Routenode exceed

belReleasenode represents the time required to release a la QF buffer_5|ze of theE)efauILRoqtenode but the stream has UOI
The LabelReleaseTimernode represents a label-release time een assigned a fast path, or if the_accumulated packets in the
This timer indicates the maximum length of idle period of an a astRoutenode exceed the bu_ffer size tle FastRoutenode
gregated stream before its label is released for other use. O &?n the stream has been assigned a fast path.
an aggregated stream is granted a label, it is served with its own
Fast Routenode and uses its own label-release mechanism. As
a result, this model is used to examine the protocol efficiencywe here present a procedure to calculate steady-state distri-
instead of label competitions. bution of a GMPLS switch model as shown in Fig. 1. We adopt

When an aggregated IP stream arrives, two possible opétee following additional notations:
tions may occur. In the first case, incoming traffic has been1/u; packet length (bit per packet).
assigned a fast path. Then its packets will be directly sent toC',: default path capacity (bps).
the FastRoutenode. In the second case, incoming traffic has Cy,: fast path capacity (bps).
not been assigned a fast path. All the packets are continuy, = Co: service rate in th€ast Routenode.
ously served by th®efaultRoutenode during the label-setup 7,,, = -: the average sojourn time of thea-
operations under this situation. If the accumulated packets inbel Releasélimernode.
the buffer of theDefaultRoutenode have not reached the trig- ,,5: service rate in théabelReleasaode.
gering threshold ), it is served by theDefault Routenode wr: service rate in th€ast RouteSetupnode.
through traditional IP routing protocol. However, if the accu- T} ¢p: label-setup latency.

up = puCp: service rate in th®efault Routenode.
tself-similar process is not considered in this paper. n: buffer size ofDefault Routenode.

IIl. STEADY-STATE ANALYSIS
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t: buffer size ofFastRoutenode.

Prt,0,k,1,00 = (1 —pp — pp — kA)Pr—¢,0,£,1,0,0

ny: the number of packets in tigefault Routenode. 410 P t.1,1,0,0.0 (10)
ng: the number of packets in tli&@ast Routenode. Pt k00,0 = (1 — Bo — p — k)
nr: the number of labels in thieabelPool (n; = 1, if the Pr it k0,00 F 1D Pr—it1,t— 5,000 + kX
fast path is available} = 0, otherwise). Pry it i—1£,0,00 + 1O Pn—it—j+1,k,0,0,0
no: the number of IPPs ion state. A<i<n—1,t+1<j<t—2 (12)
mr: the state of theabelLReleaseTimernode @ = 0, if the Po i1 2000 =(1— 1o — D — kN Pa_i1r0.0.0
LabelReleaselimernode is idler; = 1, other\lee)._ 10 Pa—i 25,000 + kFAPo_i.0 51,00
wgr. the state of thd.abelReleasenode g = 0, if the D Prit110.000 b +1<i<n—1 (12)
LabeLReI_easen_ode isidlerr = 1 otherwise). N Pri000.00 = (1 — 1 — ip — kN Pa_i.0.4.1.0.0
m: the triggering threshold which represents the minimum P P
B . +roPp—i,1,k,0,0,0 + 4D FPr—it+1,0,k,1,0,0
numbe_r of accumulated packets that will trigger label-setup t+l<i<n—1 (13)
operation. ) P 0,k,0,1,0 = (1 — s — D) Pn0,k,0,1,0
The aggregated system state of the GMPLS queueing model ~ ; \p (14)
is defined as the number of IPPs am state, and we use; P L — e — 1 — EAVP. s
- . n—1,0,k,0,1,0 = (1 — s — up — kX)Pp_; 0,k,0,1,0
to denote the steady-state probability, whéréanging from APy i 1.0.8.0.1.0 4 1D Prii1.0.0.0.1.0
. e . . n——1,U,k,U,1, n—+1,U,k,U,1,
Q~é\_f) |$2th(\aNstet1't19. The alggr;ehgatetdttransmonbd|a?iram |stshown A<i<t—1 (15)
in Fig. 2. We then employ the state veciar, b, c,d, e (o]
9 ploy b, c,de, f) Pri,0,k,0,1,0 = (1 = s — pp — kAP _i,0,k,0,1,0
represent the state of the aggregated system state of the GM-
. +upPy—i,0k,1,0,0 + kAP, —i—1,0,k,0,1,0
PLS queueing model whew, = a,ns = b,no = ¢, 7 = d, )
) . +upPn_it1,0,k,0,1,0,t <i<n—1 (16)
mr = e, andnyp = f. The behavior of the GMPLS queueing P (= s — kNP
. . = — HS —
model can then be predicted by a Markov chain. 0:0:40.1,0 0:0:401,0
+upPo,0,k,1,0,0 + 4D P1,0,k,0,1,0 (7)
Nt (N-L)a (N-k+ 1 (Nk)t Nt a Prok,0,01 = (L= #F = D) Pno,k,0,0,1
+15Pr,0,k,0,1,0 + kAPr—1,0,k,0,0,1 (18)
° ‘ ° “ Pn_i0,k,001=1—pr—kX—up)Pn_io k00,1
+1sPn—i,0k,01,0 T EAPy_i1,0k,0,0,1
B 2 kB (k+1)B (N-1)8 NB .
+4pPr—it1,0,k,0,0,1 ,1 <i<n—m (19)
Fig. 2. Aggregated state-transition diagram of the GMPLS queueing model. Pri0k,001=1—pp —kNPn_;0k,001
+15Pn—i,0,k,01,0 +kXPr_i_10%,00,1
In this model, the service time is assumed to be exponentially +upPr—it1,0,k,0,0,1 ,n—m+1<i<n-—1 (20)
distributed in all nodes. At the same time, silence interval, burst Po.0..0,0.1 = (1 —kXN)P0.0.£.0.0.1 + 15P0,0.k,0.1,0
length and IP packet size are also assumed to be exponentially — +upPiok,0,0,1 (21)

distributed.

~ According to the above definitions, the global balance equéferela.s.c.d... i the steady-state probability of the state vec-
tions in the staté of the aggregated state-transition diagram ater (a, b, ¢, d, e, f). The detailed state-transition diagram corre-

listed as follows.

Pr_t,t5,000=(1—=po —pp)Pn_tt k0,00
+kAPy, _tt—1,k,0,0,0  #FPr.0,k,0,0,1 (1)

sponding to equations (1)—(21) is shown in Fig. 3.

IV. PERFORMANCEMEASURES

One key performance metric is the throughput. We define

Pr_it k000 =(1—po —pp)Pn_it k000
+0pPr—i41,,5,0,0,0 + kAPn i t—1,5,0,0,0

+upPr—itt,0k,001,t+1<i<n—1 (2
Po,t,k,0,00 = (1 —po)Po,t,k,0,00 + 1D P1tk00,0

+kAPy t-1,k,0,0,0 + BF Pt,0,k,0,0,1 (3)
Po,j,k,0,0,0 = (1 — o — kX)Po,j,k,0,0,0 + kAPo,j—1,k,0,0,0
+upP1j k000 + oo j+1,k000,2<j<m—1 4

Po,j,k,0,0,0 = (L — o — kX)Po,j,k,0,0,0 + kAP0, 1,k,0,0,0
+46p P1j k000 + 1FPj0,k,0,0,1

+roFoj41,k,000 ,m<J<t—1 (%)
Po,1,k,00,0 = (1 = po — kX)Po,1,£,0,0,0
+10Fo,2,k,0,0,0 + kAPo,0,k,1,0,0 + 4D P1,1,£,0,0,0 (6)
Po,0,k,1,00= (1 —pp —kX)Pook,1,00

+10Po,1,k,0,0,0 + #DP1,0,k,1,0,0 (7)
Pn ot jk,000=0—po—pp —kXNPq_tt 000
+1oPn—t,t—j+1,k,0,00 + kAP ¢t j1£,00,0

1<j<t-2 (8)
Pr_¢1,5,000=(1—po —pup — kXN Pn_t1,10,0,0
+roPn—t,2,%,0,0,0 + kAPn_t0k,1,0,0 %)

T4 andT as the average throughput at thefault Routenode
andFastRoutenode respectivelyl;,.q; = T4 + T is the total
throughput. Their formulas are given by

N n t N n
HD{Z Z Z P; .k,0,0,07k + Z Z(Pi,o,k,Lo,o

Tqg =
k=0 i=1 j=1 k=0 i=1
+P; 0,%,0,1,0 + Pi,0,k,0,0,1)Tk } (22)
N n ot
Ty = po Z Z Z P; j £,0,0,0Tk (23)

k=0 i=0 j=1

Since the label-setup rate is proportional to the required label
processing load, it is included as another key metric. The label-
setup rateSg is defined as the average number of label-setup
operations in th&ast RouteSetumode per unit time and given

by

N n
Sk = pur Z Z Pi0,1,0,017k (24)

k=0 i=m
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Fig. 3. Detailed state-transition diagram in statef aggregated state-transition

diagram.

(t) to 30 packets. The normalized offered load is defined as

We also include the fast path bandwidth utilization so thdfA (ai—,@‘) /1.
one can predict the ratio of wasted bandwidth. Here, theFrom Figs. 4 and 5, one can observe that the longer the label-
time periods considered to be “reserved” by an aggregatsstup latencyXrsp), the lower the label-setup rate. In other
stream include the packet transmission time byRhstRoute words, when it takes time to set up an LSP due to lohgp,
node (with time ratioB;), the idle period waiting for label- more traffic will go through the default path. Hence, a switch
release timeout (with time ratid@;) and the time required with very largeTrsp should not be considered a topology-
to release a label (with time rati®,). However, only the driven system because most traffic still goes through its default
period that the packets are transmitted by festRoute path. When traffic load becomes heavy, we also notice the in-
node is considered effectively utilized. Hence, the fast pathease of LSP lifetime. As aresult, the label-setup rate decreases
bandwidth utilizationUy is given by Up m, as traffic increases.
_ N n t - _ Although the total throughput is almost the same under dif-
Whj\efre B,f = ko im0 Xy I?C’J’k’o’?;owk' B = ferentT; sp andT..;, the difference exists in the behavior of
k=0 2imo Piok,00mk, @NABr = 340305 g Pio 0,107k defauylt path and fast path. With our model, one can determine
V. NUMERICAL EXAMPLES how much traffic is served by the fast path. We plot the through-
' put as a function of the normalized offered load with= 3
In this section, we demonstrate the applicability of the queugnder differentl’; sp andT,..; in Fig. 6 and Fig. 7. From these
ing model and present analytical and simulation results of ttweo figures, one can find that the default path throughput will
proposed generic GMPLS switch. We also illustrate the tradaeerease with the increase of traffic load if total traffic load is
off among key system parameters. Throughout this section, ligdht. When most traffic starts to be switched to the fast path,
set the number of IPPSV) to 5, the average silence intervathe default path throughput decreases. Additionally, one can ob-
(1/a) to 0.2 sec, the average burst lengtii£) to 0.8 sec, the serve that most traffic will go through the fast path with larger
average IP packet size to 512 bytes, the fast path capacity to I5Q if load is heavy enough, even under differ@ftsp. An-
Mbps, the default path capacity to 100 Mbps, the average labsther phenomenon is that most traffic goes through the default
release latency-{-) to 0.2 ms, the buffer size ddefault Route path with smallefT,..; and largel', sp in the range of small to
node () to 50 packets, and the buffer size ledst Routenode medium traffic condition. This result shows that lar@gg; is
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fault path instead of the fast path. Therefore, choosing large
value ofT,..; is preferred. For a network with a small round-trip
delay and insufficient resources in the fast path, it is adequate to
use the system with a small value®f,;.

Our study shows that although the GMPLS switch does oper-
ate efficiently in both local and wide areas, its best performance
can be achieved only when its control plane parameters are ap-
propriately tuned.

(1
(2

Tk (T

2 25

—e—— T Il
1.5
Normalized Offered Load

Fig. 7. Throughput as a function of normalized offered load Wit p

100 ms andm = 3 under different’’,..;. 3]

favorable for longefl, s p. [4]

The ratio of wasted bandwidth can be predicted by the fast
path bandwidth utilization. In Fig. 8, we demonstrate that thgl
fast path bandwidth utilization for small&t..; is always higher 6]
than that for larger’,..;, which is the key feature of a data-drive&
GMPLS switch. Although the fast path bandwidth utilization
becomes higher for smaller value f,.;, the label-setup rate [7]
also increases, which is a trade-off.

From the above results, one can know that whgp is
small, the system behavior is traffic-driven oriented. Howevé?‘],
in the case thaf.; is sufficiently large, the system behavior
approaches a topology-driven GMPLS switch. ]

VI. CONCLUSIONS

10
A generic GMPLS switching architecture with flush capabil[- ]

ity is presented. With this architecture and its flush mechanism,
the GMPLS out-of-sequence problem is relieved. According e
the presented queueing model, one can effectively fine tune the
resource utilization level, or the label processing load. In ad-
dition, the trade-off between the fast path bandwidth utilization
and the label-setup rate can be observed. We conclude that an
appropriate value of label-release tinigg; can be carefully se-
lected to meet the requirement of both. For a network with large
round-trip time and sufficient resources in the fast path, if one
uses a small value df;..;, most traffic will go through the de-
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