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Abstract— An adaptive self-calibrating image rejection receiver 
is described, containing a modified Weaver image rejection mixer 
and a Digital Image Rejection Processor (DIRP). The blind 
source-separation-based DIRP eliminates the I/Q errors 
improving the Image Rejection Ratio (IRR) without the need for 
trimming or use of power-hungry discrete components. 
Hardware complexity is minimal, requiring only two complex 
coefficients; hence it can be easily integrated into the signal 
processing path of any receiver. Simulation results show that the 
proposed approach achieves 75-97 dB of IRR. 

Keywords- Image-rejection-receiver, Adaptive I/Q-correction, 
Phase and gain mismatch,Unsupervised/Blind signal processing. 

I.  INTRODUCTION 
Image rejection receivers utilize in-phase and quadrature 

(I/Q) signal processing in processing of bandpass signals. 
However, analog implementations of I/Q signal processing is 
vulnerable to phase and gain mismatches between the I and Q 
branches of the receiver. This results in imperfect image 
rejection, which is not sufficient for communications 
applications leading to severe performance degradation. 
Therefore, digital techniques which will enhance this image 
rejection and alleviate the I and Q channel mismatches play an 
important role in simplifying the analog front-ends in future 
high performance highly-integrated single-chip wireless 
receivers. 

Conventional image rejection architectures are 
implemented by analog circuit techniques [1]–[4]. However, 
hybrid and digital solutions have also been reported in the 
literature trying to improve IRR [5] - [7]. 

In this paper we propose digital self-calibrating image 
rejection receiver architecture to overcome the performance 
degradation due to analog front-end nonlinearities. The 
proposed technique uses unsupervised/blind digital signal 
processing techniques to estimate nonlinearities and 
compensate for them in real-time during the normal operation 
of the receiver. The receiver can adapt its configuration to the 
environment, a major factor for maintaining performance under 
almost all circumstances. What is more, the algorithm can be 
easily integrated into the standard digital signal processing path 
for any receiver with a minimal hardware overhead. 

The paper is organized as follows: Section II defines the 
architecture of the adaptive image rejection receiver. Section 

III describes the performance analysis and the simulation 
results, while concluding remarks are given in Section IV. 

II. ADAPTIVE IMAGE REJECTION RECEIVER ARCHITECTURE 
This section describes the self-calibrating adaptive image 

rejection receiver architecture, block diagram of which is 
shown in Fig. 1. In this architecture, a Radio Frequency (RF) 
signal is received by an antenna and passed through an RF 
front-end to produce a bandpass signal. This signal is then 
digitised and sent to an image-rejection receiver to suppress the 
image signal increasing the image rejection that can be 
achieved. 

The self-calibrating adaptive image rejection receiver can 
be divided into two parts. First part is the modified Weaver 
image rejection mixer, and the second part is the Digital Image 
Rejection Processor (DIRP). The modified Weaver image 
rejection mixer generates two complex digital output signals, 
r1(k) and r2(k), where the signal r1(k) emphasizes the desired 
signal and r2(k) emphasizes the image signal. The DIRP 
utilizes both signals r1(k) and r2(k) to achieve increased degree 
of image rejection. 
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Figure 1.  Image rejection receiver system. 

In the following two subsections we first describe the 
image rejection mixer. Then we introduce the DIRP.  

A. Image Rejection Mixer 
The block diagram of the modified Weaver image rejection 

mixer is shown in Fig. 2. The incoming signal, s(t), consists of 
the wanted signal u(t) at fRF and unwanted image signal i(t) at 
fIMG where fIMG = fRF − 2fIF. Hence, the incoming signal s(t) can 
be expressed as: 

{ } { }tfjtfj IMGRF etietuts ππ 22 )()()( ℜ+ℜ=   (1) 

0-7803-8533-0/04/$20.00 (c) 2004 IEEEIEEE Communications Society 2731



I1

Q1

LPF

LPF

IF spectrum

-fIF

αε
2

1+
RF Input
spectrum

-fRF fRF

LO
fIF

-fimg

Wanted
SignalInterferer

fimg

X

X

2cos(2πfLOt+ 2
ϕε

-2sin(2πfLOt-
2
ϕε

αε
2

1-

f

f

rIF(f)

s(f)

Gain error

Phase error

Phase error

Leaked
LO

+
X

X

X

X

Σ
II

IQ

QQ

QI

r1

r2

)

)

2cos(2πfLO2t)

2cos(2πfLO2t)

-2sin(2πfLO2t)

fIF

ADC

ADC

-2sin(2πfLO2t)

Σ
+

+

Σ

dc

r1(f)

dc

r2(f)

f

r1I

r1Q

r2I

r2Q

+

+

+

Analog Digital

LPF

LPF
Σ

Figure 2.  Image Rejection Mixer. 

where u(t) and i(t) are the complex envelopes of the wanted 
and image signals respectively. To simplify the analysis, whole 
phase and gain imbalances between the I and Q channels are 
modelled as an unbalanced quadrature downconverter [8]. The 
erroneous complex LO signal, xLO(t)= ILO+jQLO, is given as: 

)()()( 2222
21

2
21

2 εϕεϕεϕεϕ ππ jjtfjjjtfj
LO egegeegegetx LOLO ++−= −−− (2) 

where g1=(1+0.5αε), g2=(1-0.5αε) and ϕε is the phase and αε is 
the gain mismatch between the I and Q channels. As shown in 
Fig. 2, the received signal s(t) is quadrature mixed with the 
non-ideal LO signal, xLO, and low-pass filtered resulting in an 
IF signal rIF(t)= I1+jQ1 , which can be expressed as: 
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where the desired signal u(t) is corrupted by the image i*(t) 
leaked in-band due to analog mismatches. There is also a 
leakage from the desired signal into the image channel. A 
frequency domain illustration, )( frIF , of this is given Fig. 2. In 
a fully balanced system, however, the wanted signal and the 
interferer are downconverted to opposite frequencies +fIF and 
 −fIF. Signals I1 and Q1 are then converted into the digital 
domain. Following this, another mixer stage takes care of the 
final downconversion from IF to baseband. As this conversion 
stage takes place in the digital domain, the I and Q channels are 
matched hence, ideal mixing is assumed leading to the 
following set of four signals: 

])()()()([

])()()()([

])()()()([

])()()()([

2222

2222

2222

2222

**
2

**
2

**
1

**
1

εϕεϕεϕεϕ

εϕεϕεϕεϕ

εϕεϕεϕεϕ

εϕεϕεϕεϕ

jjjj

jjjj

jjjj

jjjj

etietietuetugQQ

etietietuetujgQI

etietietuetujgIQ

etietietuetugII

−−

−−

−−

−−

−−+−=

+−+−=

−++−=

+++=

  (4) 

The I and Q signals of the desired channel corrupted by the 
image signal due to the phase and gain errors can be expressed 
as: 
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Combining them as r1I+jr1Q yields: 
1

2222 )()())(()( 21
*

211

h

jjjj egegtiegegtukr
εϕεϕεϕεϕ −− −++=     (6) 

This contains the desired signal corrupted by the image signal 
scaled by h1, superimposed due to the phase and gain errors. 
This is demonstrated in the frequency domain in the top-right 
corner of Fig. 2. The Weaver architecture is further extended, 
at the expense of 2 extra adders, to provide another channel, 
r2(k), which contains the image signal interfered by the desired 
signal due to I/Q errors ( marked as ▬ ▬ on Fig. 2). The I and 
Q signals of r2(k) can be expressed as: 
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Combining them as r2I+jr2Q yields: 
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where the image signal is corrupted by desired signal scaled by 
h2. The frequency domain representation of r2(k) is given in the 
bottom-right corner of Fig. 2. It can be observed from (7) and 
(8) that the mixing coefficients h1 and h2 can be expressed as: 
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)( 22
2121

εϕεϕ jj egeghh −−==   (9) 
Hence, expanding (9) yields: 

( ) ( )εεε ϕϕα 5.0sin25.0cos21 jhh +==    (10) 

Signals r1(k) and r2(k) form the two inputs of the DIRP. To 
examine the performance of the mixer, we define the Image-
Rejection Ratio (IRR) as the ratio between the desired signal to 
image signal. This as a function of phase and gain errors (αε, 
ϕε) is given in decibels as: 
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This IRR is visually depicted in Fig. 3. In order to achieve an 
IRR of 60 dB, phase and gain errors must be 0.01 dB and 0.1° 
respectively, revealing very stringent, matching requirements. 
In practice, analog mismatches limit the IRR to 25 – 40 dB [7]. 
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Figure 3.  IRR as a function of phase and gain errors. 

B. Digital Image-Rejection-Processor (DIRP) 
To enhance the IRR performance of the modified Weaver 

image rejection mixer, the mismatching effects in the analog 
devices must be compensated digitally. In the DIRP, we 
compensate for the mismatches by eliminating the image signal 
component in the output signal c1(k). The block diagram of the 
feed-forward implementation of the DIRP is shown in Fig. 4. 
This processor contains two complex multipliers and complex 
LMS update hardware. For clarity, we define: 

• u(t) and i(t) as sources. 
• r1(k) and r2(k) as available observations. Expressed by 

(6) and (8). 
• c1(k) and c2(k) as recovered sources. c1(k) is the desired 

channel that we are interested in. 
w1 and w2 are both complex. The source estimates, c1(z) and 

c2(z), become: 
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When the filters converge, i.e. w1 = h1 and w2 = h2 then the 
source estimates become: 
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As it can be seen from (13) the sources have been separated. 
Also, (1-h1h2) ≈ 1 and can be safely ignored. An alternative 
implementation for the separation structure is found by simply 
placing the filters in the feedback loop [8]. The Least-Mean-
Squares (LMS) algorithm [9] is used to update filter 
coefficients. The update equations are given as: 
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where, L1 and L2 are the filter orders. In this case both w1 and 
w2 have complex single tap coefficients. 

III. PERFORMANCE ANALYSIS 
A. Simulation Setup 

The performance of the proposed structure is analysed 
considering QPSK, 8/32-PSK and 16/32/256-QAM signals 
with ideal symbol rate sampling. For all simulations, 
interfering signal is assumed to be 20 dB stronger than the 
desired one. AWGN and Multipath Rayleigh Fading channels 
were assumed. 

The performance of the adaptive algorithm is characterized 
by the modelling-error [8]. This gives a global figure for the 
quality of the identification of the coupling coefficients h1 and 
h2 by w1 and w2. It is defined as the squared norm of the 
difference of the values between the original coefficients used 
in the mixture and the estimated coefficients, relative to the 
squared norm of the mixture coefficients. Another performance 
measure used is the IRR descried in (11). 

B. Tracking Capabilities 
Another performance measure is the capability of the 

adaptive algorithm in tracking non-stationary environments, 
i.e. time varying phase and gain errors. In order to show the 
robustness of the proposed approach we start by adapting the 
filters to 15° (ϕε= 0.2618 rad) phase and 1 dB (αε= 0.1150) of 
gain error. After 6000 frames, the amplitude imbalance is 
changed linearly from 1 dB to 2 dB. (αε = 0.2292). After 
further 4000 frames, an abrupt change from 2 dB to 3 dB (αε = 
0.3420) is made and the phase error is abruptly changed to 30° 
(ϕε = 0.5236 rad). 4000 frames later, the phase error is changed 
linearly from 30° to reach 40° (ϕε = 0.6981 rad) for the next 
1000 frames. Fig. 5 depicts the tracking capability of the 
proposed algorithm (a) for QPSK modulation and (b) for 16-
QAM modulation schemes in the presence of AWGN channel 
with SNR of 20 dB. 
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Figure 5.  Tracking capabilities of the proposed algorithm, (a), (c) QPSK 

and (b), (d) 16-QAM case. 

As can be seen from Fig. 5, a sudden change in the mixture 
coefficients, and phase and gain errors, does not cause the 
algorithm to diverge and the algorithm tracks the changes 
rapidly and the modelling error is zeroed. In addition, the 
compensator performance is not affected by time-variant phase 
and gain errors. This indicates that the proposed method is also 
capable of tracking time-varying imbalances. As can be 
observed from Fig. 5 (c) and (d), as expected, gain change has 
not affected the modelling error since w1i and w2i are dependent 
only on the phase change (cf. (10)). On the other hand, w1r and 
w2r both depend on the phase and gain errors. This can be 
observed from Fig. 5 (a) and (b). 

C. Multi-Path and Fading Channels 
Another performance measure is the capability of the 

adaptive algorithm to perform under fading and multi-path 
environments. The robustness of the proposed approach in a 
more realistic environment than the AWGN channel is 
demonstrated using a Rayleigh Fading channel with multipath. 
Fig. 6 depicts the channel profiles, received signal power over 
time for (a) slow fading and (b) fast fading with a multipath 
Rayleigh channel. Fig. 7 shows the simulation results. 

As can be seen from Fig. 7, the proposed algorithm is able 
to work under both slow and fast fading multipath channels and 
the modelling error is effectively zeroed. Table I depicts the 
resulting tap estimates w1 and w2, residual gain and phase 
errors and the steady-state IRR for QPSK and 16-QAM 
modulated signals in slow and fast fading multipath 
environments. 

Further simulation results are given in Figs. 8-10 for 
varying phase and gain errors respectively. As well as varying 
both at the same time. We can observe from Fig. 10, on 
average 70 dB improvement in IRR after compensation is 
achieved. 
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Figure 6.  Channel profiles for (a) slow fading and (b) fast fading, multipath 

Rayleigh Channel. 
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Figure 7.  Modelling error for (a), (c) QPSK and (b), (d) 16-QAM case for 
slow and fast fading respectively. 

TABLE I.  RESULTS FOR SLOW AND FAST FADING RAYLEIGH MULTIPATH 
ENVIRONMENTS. 

Before Correction After Correction Modulation
type αε 

(dB) ϕε° IRR 
(dB)  

αε 
(dB) ϕε° IRR 

(dB) 

QPSK 0.0031 2.7e-4 73.1 

Sl
ow

 
Fa

di
ng

 

16-
QAM 0.0030 2.4e-4 73.5 

QPSK 0.0030 2.7e-4 73.2 

Fa
st

  
Fa

di
ng

 

16-
QAM 

3 30 10.0 

0.0026 2.6e-4 74.1 

D. Different Modulation Formats and Low SNR 
The performance of the proposed algorithm under low SNR 

values and different modulation formats and constellation sizes 
is shown in Table II. The SNR required to achieve 10-1 BER is 
computed for 8-PSK and 32-PSK as well as 32-QAM and 256-
QAM cases. As can be observed form Table II, the algorithm is 
able to eliminate the phase and gain errors. IRR in the order of 
75–97 dB after DIRP was shown to be achievable. This IRR is 
much more than the required amount. 
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TABLE II.  PARAMETER VALUES FOR BER OF 10-1. 

Before Correction After Correction 
Modulation 

type 
Gain 
Error 
(dB) 

Phase 
Error 
(deg) 

21 hh =  IRR 
(dB) 

Gain 
Error 
(dB) 

Phase 
Error 
(deg) 

1w  2w  IRR 
(dB) 

3 30 0.6090 10.0 1.9e-4 3.7e-5 0.6089 0.6091 75.5 
2 15 0.3461 15.2 0.0145 5.0e-5 0.3460 0.3460 83.2 

8-PSK 
SNR= 5.6 

Eb/No=0.87 1 7.5 0.1740 21.2 0.0073 1.7e-6 0.1740 0.1739 96.9 
3 30 0.6090 10.0 0.0012 2.4e-4 0.6086 0.6085 75.3 
2 15 0.3461 15.2 0.0034 8.7e-5 0.3459 0.3461 80.3 

32-PSK 
SNR=13.7 
Eb/No=6.7 1 7.5 0.1740 21.2 0.0218 1.9e-4 0.1740 0.1739 95.8 

3 30 0.6090 10.0 9.1e-4 2.4e-4 0.6086 0.6086 74.8 
2 15 0.3461 15.2 0.0120 6.8e-5 0.3459 0.3461 80.8 

32-QAM 
SNR=15.5 
Eb/No=8.5 1 7.5 0.1740 21.2 0.0032 7.2e-5 0.1741 0.1740 86.9 

3 30 0.6090 10.0 0.0068 7.1e-5 0.6084 0.6087 73.3 
2 15 0.3461 15.2 0.0108 3.9e-5 0.3459 0.3459 78.9 

256-QAM 
SNR=24.9 

Eb/No=15.9 1 7.5 0.1740 21.2 0.0045 4.7e-5 0.1739 0.1739 91.1 
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Figure 8.  IRR before and after compensation for varying phase error. 
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Figure 9.  IRR before and after compensation for varying gain error. 
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Figure 10.  3-D visualisation of IRR before and after compensation, 

varying both phase and gain errors. 

IV. CONCLUDING REMARKS  
Adaptive self-calibrating image rejection architecture 

capable of achieving IRR values from 75-97 dB after 
compensating has been described. The algorithm is very 
simple to implement consisting of two, single-tap-complex 
adaptive FIR filters with LMS coefficient update hardware. 

The algorithm enables fast and very accurate I/Q 
imbalance compensation in the whole receiver chain at low 
cost. Algorithm is able to work under multipath and 
Rayleigh fading environments as well as under low SNR. It 
works on-the-fly and is able to track time-varying errors. It 
works with any type of modulation formats and constellation 
sizes. The proposed structure greatly relaxes the analog-
frontend specification enabling high levels of integration and 
leading a path to single chip radio receiver.  

Next phase of the research is to prototype this structure 
on FPGA and run it in real-time and compare the 
performance that can be achieved with the simulation results. 
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