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~ Abstract—In this paper, we propose a protection scheme to while the proposed approaches in [6], [7] are more focused
improve quality of service in a mobile backbone network with free  on |ocal backup paths. In all of the suggested approaches the
space optical point-to-point links. We assume that the backbone backup path is used for restoring the connectivity when the

nodes are mobile and with unpredictable movements, and the ti th fails. H . bil dh t K t
traffic from an ingress node is routed to its corresponding egress active patn talls. However, In mobilé ad hoc Networks mos

nodes in a mu|ti-h0p way. The QOS demanding app”cations are of the ||nk failureS are due to m0b|||ty of nOdeS, and most
vulnerable to mobility imposed link failures in such networks. of the time failure of an active path and its backup path are
The first contribution of this work is to introduce a scheme correlated. The other disadvantage of backup paths is the fact
in which a set of controllable protection agents are deployed that reserving two paths is not bandwidth-efficient.

to provide protection of the paths in the critical points of the . . . .
network. The second contribution is using a Markov chain Another way to alleviate the effects of connection failures is

model to evaluate potential risk or potential reward of placing a t0 repair a broken connection upon path failure, either locally
protection agent in a specific place of the network. Our simulation or end-to-end. The main disadvantage of this method is the

experiments show that by using our scheme to strategically place fact that it is reactive, and it incurs an intolerable delay and
a limited number of protection agents, a significant improvement interruption of the ongoing communication in the broken path,

in network performance is achieved. L . . .
|. INTRODUCTION and _|t is not suitable for most of the high QoS demanding
applications.

A mobile ad hoc network (MANET) is composed of & group '\we call aninterruption the event in which a connection
of mobile nodes without centralized administration or fixel yroken and it is not immediately restored in a real time
network _mfrastr.ucture. In such _networks mobile nodes C3fay. For bandwidth guaranteed connections, an important QoS
communicate with other nodes directly or through cooperatiygeasure is the average rate of interruptions, and it is desired to
forwarding nodes_. _It has b_een shown that a flat ad hoc netwopk ke this quantity as small as possible. There are two ways
has poor scalability [1] in terms of per node throughpuf, restore the connections broken by path failures: the end-
To build a MANET with scalable throughput, a promising,_eng restoration, in which a new path is discovered and set
solupon is to organize nodes in a hierarchical manner [2L1p between the ingress node and the egress node, and the
[3], in which some nodes are selected to form a higher leviglg| restoration, in which a new sub-route is discovered and
network called the backbone network that can establish links; up to connect the nodes at the sides of broken links. In
among themselves. _ eneral, both methods need to introduce extra delay to discover

In this work, we focus on the optical backbone networgnd set up the new path upon path breakage. The end-to-
in & MANET where each backbone node can build poingnq restoration usually introduces more delay than the local

to-point free space optical (FSO) links with other backbongioration, while the local restoration may generate a sub-
nodes within its transmission range; however, our results giimal path.

extgndable to the case.in whiph nodes can establish directiong|, this paper, we introduce a new type of mobile node,
radio frequency (RF) links with narrow beams. Furthermorgqnirgjiaple protection agentto restore the broken connec-
we assume bandwidth guaranteed connections (e.9., MPiGxs in real time, and to reduce the rate of interruptions.
label switched paths) are created to carry aggregate traffife protection agents have the same transmission capability
between source-destination pairs of the backbone netwogk he general backbone nodes. The difference lies in two
This is reasonable since we assume limited mobility for thfspects. First, the agents are not used to take traffic under
backbone nodes. , , , normal circumstances, and they are only used to temporarily
Due to their connection-oriented nature, bandwidth guarafsoyte traffic upon path failures. Second, the movement of
teed connections are prone to failures caused by breakdogya ggents is controllable, and they can be proactively placed

of links or movement of nodes. In most of the suggested,y 4ynamically relocated to protect high risk connections in
approaches for protection and restoration of bandwidth guargRa network.

teed paths in wireline networks, the primary focus is on reserv-yye consider the following scenario: there is a set of general
ing a backup path that is disjoint from the active path. Methoglgopile hackbone nodes and agents, which are geographically
in [4], [5] suggest an end-to-end backup path reservaliQfisriputed in an area. The backbone nodes may be the
This research was partially supported by AFOSR under grag}usterheads, which move When_ their cIusters_re_Ioc_:ate. Each
F496200210217. backbone node collects the traffic demands within its cluster



and issues the requests for aggregate bandwidth to othamber of FSO transmitters and receivers. A unidirectional
backbone nodes. For each request, if sufficient resources B&D link can be set up between a pair of FSO transmitter and
available, a bandwidth guaranteed connection is establishredeiver within the transmission range of each other. We say
between the source and destination; otherwise, the requeegtotential link exists from node A to node B if they are in

is rejected. Since an established connection may break daeh other’s transmission range, node A has a free transmitter,
to path failures, restoration mechanisms should be appliadd node B has a free receiver. Furthermore, we sacaral

to guarantee QoS. We use the following restoration schetimk exists from node A to node B if an FSO link has been
in this paper: when a path is broken due to movement e$tablished from A to B. Each transmitter or receiver can only
the nodes contributing to the path, we first check whethparticipate in one actual link. Physical establishment of an
there exists an agent which can temporarily take the traffictual FSO link between two nodes requires the procedures
passing through the broken path. If the broken path caf pointing, acquisition and tracking. These procedures are
be repaired by a protection agent, then the traffic on tlaitside the scope of this paper, and an interested reader may
broken link is immediately rerouted through that agent, arste [8], [9].

no interruption happens; otherwise, an end-to-end path shouldn the following subsections we will describe different
be discovered and a new bandwidth guaranteed connectimsumptions of our model.

is to be established, which is counted as an interruption and _

degradation of the QoS. A. General Assumptions on Nodes

In order to reduce the number of interruptions, it is desired We assume there a®¥ wireless nodes distributed in a 2-
to place protection agents in an optimal way and periodicaltimensional plane denoted b¥. The nodes are mobile and
update their location to adaptively follow changes in ththey can freely move inl. We assume eandom waypoinimo-
network. Due to the limited number of protection agentility model, in which a node is stationary for an exponentially
their optimal placement is a critical issue to achieve a highistributed random pause time with megnand then it moves
improvement in the network performance. We divide the a random destination in the network area with a random
network into small area elements, and for each element weeed and stays there for another exponentially distributed
define astate The state of an element represents the numbmndom pause time, and repeats this procedure infinitely.
of calls that are routed through the nodes in that element. We These above nodes in the network are accompanied by
define a set of discrete states for each element, and we asslih@rotection agents for which we have full control on their
the state of each element satisfies kit@kov Property Then mobility. We can think of the protection nodes as Unmanned
we define a discrete Markov chain for an element; the state/érial Vehicles (UAVs), or any other kind of nodes with
this Markov chain is defined as the discrete time samples adntrolled mobility that are used for protection purposes.
the state of the element taken periodically at the end of some )
predefined time intervals. B. Request Arrival and Departure Process

The state transition dynamics of each Markov chain We assume the traffic arrival process in each node is a
depends on the node mobility an traffic patterns. In ord@oisson process with rat®. The protection nodes do not
to discover these dynamics for the above explained Markgenerate or terminate any traffic, and they only contribute
chain in an element, we use the observations of state infforwarding of the traffic of the other nodes. Furthermore,
that element during a sliding window in the past. If theve assume the destination of a generated request is randomly
number of observations is large enough, then an accuratected in the network and its holding time is an exponentially
estimate of transition probabilities can be achieved. The lafistributed random time with mean,. When a request is
step of our proposed method is to define a stochastic cgsinerated at one of the nodes, if a path with sufficient
function that represents the cost associated with an elembandwidth exists between the source and the destination of
when it has no protection agent in it. We will write thethat request, a bandwidth guaranteed connection is established,;
above stochastic cost function of an element in terms of tbéherwise, the request is rejected.
dynamics and state transition probabilities of the Markov ) ) )
chain of that element. Finally, we put the protection agenfs Creation and Deletion of Bandwidth Guaranteed Connec-
in the elements with the highest expected costs, and %S
mentioned before, we continually do the evaluation of cost Creating a bandwidth guaranteed connection for a request
for all elements and relocate the protection agents accordinglgnsists of two steps. In the first step, the source of the request

performs route discovery to find a valid route to the destination
with enough resources, Such a route can be composed of
Il. SYSTEM MODEL AND BASIC ASSUMPTIONS actual and potential links with the following conditions: (1)

In this section we specify our different assumptions abotdr each actual link, the available bandwidth is at least the
mobility of nodes, call arrival process, and protection mechamount of bandwidth requested; (2) for each potential link
nism. We assume there are two types of nodes in a wireldégsre is an available transmitter at the head node of the link
optical backbone network: general mobile backbone nodes atti an available receiver at the tail node of the link. The
controllable protection agents. Each node is equipped witlr@ute discovery can be achieved by using the existing ad hoc



routing protocols, such as DSR [10]. After the successful routising a Markov Process depends on the validity of the Markov
discovery, all potential links along the path are established moperty for the above defined state:

actual links.
A reserved path and it corresponding resources are releage{éi(tl) = z1lGi(to) = 20, Gi(t) =2(t) —oco <t <to}=
after termination of its corresponding request. Another condi- P{Gi(t1) = 21|Gi(to) = 20} (2)

tion on which a reservation on a link is released is the situatign \vnich to < t1. The Markov property simply states among
under which a communication is interrupted as a result of ) the information of the state from the past, the most recent
node mobility. In this condition the path that passes througe is 5 sufficient statistic for estimation of the state in
that node is broken and it is not repaired due to unavailabiliffe f,ture. Although the above property is hard to prove
of protection agents. In order to free up the transmitters apfl or case, under the assumptions of the previous section,
receivers of the nodes, links with zero reservation or zef@quuest durations and pause times of mobile nodes are both
utilization are torn down. exponential random variables, and based on the memoryless
nature of the exponential random variable, we expect that
the Markov assumption gives a good approximation of the
Our objective is to place the protection agents in propeynamics of the communication activity in an element.
places in the network to provide a proactive mechanism toln the next step, we define a discrete time version of the
protect the ongoing communication and to provide backubove Markov process for thé" element. For this purpose,
for critical nodes. When a node contributing to a bandwidtive discretize both time and the the value of the state. Starting
guaranteed connection moves away from its current positiatit = 0, we defineS; (k) as the state of this Markov chain at
it causes a path failure; if a protection agent is available e k" step.S;(k) can be written in terms of the state of the
the place of path failure, it will immediately repair the patitontinuous Markov process as follows:
without any interruption, otherwise an interruption happens.
We considgr the a\E)erage number of interrupti%ns as tF;]F()a per- Si(k) = |G (kT:)/ D] ©)
formance measure of our protection schemes. whereT, is the discretization sampling time interval, afd
An important fact is that protection agents locally repair thig the interval for discretization of the state value. In (3)]
paths, and in order to make the maximum use of them, afiepresents the greatest integer value not largerth@he state
a local repair is performed by them, the source correspondipfithe above Markov chain takes nonnegative integer values.
to the request performs the signalling process explained in than order to complete Markov chain model, we need the
previous subsection to discover a new end-to-end path to titansition probabilities between each pair of states. Our solu-
destination. As soon as discovery of such a path, the traffictisn for acquisition of the transition probabilities is to estimate
switched to that path and the protection agent is released.them based on the numerical value of the state in a large
enough time interval over which enough observation of the
IIl. PLACEMENT OF PROTECTIONAGENTS value of state has been collected. For example, if on a window
In this section, we suggest a scheme for proper placem&htength L we havel sequential observations of the state of
of protection agents in the network. For this purpose, wBe Markov chain of thé’" element, then single step transition
present a Markov Chain structure that models the dynanfiEobability from states; to states; can be written as:

D. Protection Mechanism

of communication load in the different geographical areas of prl 1(S(j) = s1 and S(j + 1) = s0)
the network. We partition the network into small pieces and p;(s, sp) = == S - (4)
define a Markov chain the models the dynamics of the level 2 e HS() = 51)

of communication activity in each piece. Then we use tg which 1(x) is the indicator function, and it returns if

Markov chain of each piece to evaluate the expected cost@hiement: is true, and it return® otherwise.

not placing a protection agent in that piece. From a practical point of view, in the Markov chain defined
Assume the network area is partitioned intoK disjoint py equation (3), we do not need infinite number of values

connected subsets. We call each subset an elemenBl8t for the state, and the state can be truncated at a high enough

denote the set of all nodes that reside insideithieelement integer value, for which there is a low probability of occur-

at time ¢. Also assumef,,(t) represents the amount of trafficrence under the steady state conditions. We call this value

forwarded by node at timet. Note thatf, (¢) does notinclude g Therefore, we can rewrite the definition of state in the
the traffic originated at or the traffic destined to node. We  fo|iowing way:

define the state of th&" element as: ‘
SZ(k) = mzn( LCZ(kTS)/DJ ) Smam)- (5)

With definition S;(k) can take onlyS,,.. + 1 integer values.
Now we are ready to use our Markov Chain model to define
In other words,f,(¢) is the total traffic that is being routeda measure of cost in different elements of the network. For an
through thei*” element at time. element, we define per step c@3ts) as the one step cost of
It is important to mention that the validity and accuracy dbeing in states. C(s) has an abstract definition, and we can

Gy=> falt) €Y

neB;(t)



think of it as the one step cost or its corresponding risk whéras newly arrived at is acquired from the nodes residing in
an element with state value ofis left unprotectedC'(s) is it. If a node arrives at an element with no node, it will try to
a nondecreasing and nonnegative functionspfind we can collect the observation information from scratch. The nodes
defineC'(0) = 0. In other words, if there is no communicationof each element broadcast or flood their calculated cost to go
or no node in an element, we do not have to pay any cost fara periodic basis.
not protecting that element. A very interesting note about the above Markov chain model
Assume{S;(k)}7° , takes its values according to a giveris the fact that all dynamical complexities of the system that
sequencd so, s1, S2, ... }. In other wordsS; (k) = s;. Then we result from the request arrival process and mobility of the
define the following discountecbst to gofor the i** element: nodes are summarized in the the transition probabilities of the
oo Markov chain, and these transition probabilities are identified
J; = nykc(gk) (6) by observation of the state over a window period.
E—0 Proper definition of the elements is a sensitive issue in our

in which 0 < ~ < 1 is a discount factor. For the values2Pproach. Making the elements too small causes the network

of ~ closer to one, we give a higher weight to the cost pé? be divided into too many elements, and subsequently, it
step of states in the far future, and foraclose to zero, we M2y happen that most of the elements are empty. On the

give a higher weight to the values of the cost in near futur8ther hand, making the elements too large does not give
If we set the current time as the referende= 0), then the accurate and specific information about placement of agents.
only deterministic value ifso, s1, s, ...} will be so. Then the The diameter of a connected set in the plane is defined as the

value of cost to go in equation (6) will be a random variaplsupremum of the Euclidian distance of two arbitrary points

The expected value of this random variable will be a functichf that set. With this definition, our intuition is that elements
of so, and it can be defined in the following way: with diameter about half the transmission range of nodes give

~ a good performance. This is because the fact that by placing a
Ji(s) = E{Ji|so = s} (7)  protection node inside an element, it should be able to to repair
paths passing through that element by being able to connect

It is straightforward to verify that: ! . .
9 fy to the nodes in the neighboring elements.

_ Smaz A One of the easiest ways of defining elements is to divide
Ji(s) = C(s) +v Z p(s,s')Ji(s') (8)  the network area through vertical and horizontal grids. Such
=0 grids partition the network area into small rectangles, and each

The proof of equation (8) can be found in [11]. If we writerectangle is defined as an element.
equation (8) for all of the states, we will gét,,.. + 1 linear

equations withS,,,... + 1 unknowns. This system of equations IV. PERFORMANCESTUDIES

can be written in the matrix from as: A. Simulation Methodology
(I—~vP)J =C ©) We use a rectangular space of size 1000Qn0000m.
- = The total number of general backbone nodes is 100, and the
in which, J = [J;(0) J;(1) ... Ji(Smaz)]*, maximum FSO transmission range is 2000m. Each node has

C=1[C0)C1) ... C(Smaz)]T, Pisthe(Smaz+1) X (Smaz+ 4 FSO transmitters and 4 FSO receivers, and the FSO link
1) matrix that has the transition probabilities as its entries. lmandwidth is 20 units. There are 40 source-destination traffic
other words:P,: = p(s,s’). Finally, I in equation (9) is the pairs randomly generated for each simulation. For each traffic
(Smaz + 1) X (Smae + 1) identity matrix. It can be shown pair, the bandwidth guaranteed connection request arrival time
that under the assumption 0f< v < 1 the matrix/ —~vP is is modelled as a Poisson process, and the average request
nonsingular, so the system of equations defined by equatiaterarrival time is chosen uniformly between 500 to 1000 sec.
(9), is always solvable. For each request, the duration is modelled as an exponentially
The final step to complete our algorithm is to place protedistributed random variable with mean 2500 sec, and the
tion agents in the elements with the highest cost to go. Assubandwidth demand is uniformly distributed between 2 to 6
ing the number of protection agentd{, to be considerably units. Upon arrival of a request, Dynamic Source Routing
smaller then the number of elemers we calculate the cost (DSR) [10] is used for route discovery.
to go for all of the elements, and sort them in decreasing orderln the simulations, each backbone node moves randomly
Then the protection agents are assigned to thefffr&lements according to aandom waypoint modglL0]: A node starts at
in the list. This assignment is dynamic and the placement afrandom position in the network, waits for a duration called
the protection agents is updated periodically in the networkthe pause timewhich is modelled as a random variable with
The nodes inside every element are in charge of observiegponential distribution, then randomly chooses a destination
the state, and performing all above calculations. All the nodexation and moves towards it with a velocity uniformly
in an element share the information of the observed stateosen between,,;, and v,,,.. When it arrives at that
over the window period for which the transition probabilitiesocation, it waits for another random pause time and repeats
are estimated. If a node leaves and element, its observatiba process. In the simulations, we sg};,, to be 10m/sp,,q.
information is reset, and information of the element that ib be 20m/s, and use different average pause time.



The whole network is partitioned into 100 same size el-
ements. Each element maintains its own Markov chain that
has 5 discrete states, and for each state we use per step
cost C(i) = i. We set sampling interval’; as 15 sec, the
observation windowl. = 200, the interval for discretization
of the stateD = 15 units and the discount factar= 0.8. All
experiments are run for 20000 seconds.
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B. Simulation Evaluation

We first examine the average interruption number under Average Pause Time (sec)
different situations. Fig. 1 shows the simulation results for
the average number of interruptions per request under various
number of protection agents and different average pause time.
From Fig. 1 it can be observed that the average numberisfsignificantly better than the improvement achieved by 10
interruptions per request decreases quickly with the increasestatic agents. It can even be seen that 5 mobile agents give a
the number of protection agents, especially when the numlistter performance than 10 static agents.
of agents is not too large. For example, when we increase
the number of protection agents from 0 to 5, the number of V. CONCLUSION
interruptions per request is decreased by 32.1%, 34.2% and '

31.4% when average pause time is 5000, 7500 and 100040 this work we proposed a new type of controllable mobile
seconds respectively. node for protecting the bandwidth guaranteed connections

in the backbone of an ad hoc network with point-to-point
wireless optical links. Furthermore, we proposed a scheme

Fig. 2. Difference between using static agents and mobile agents

! " Average Paise Time 5000 sec - - for local restoration of broken paths failed by the mobility
6L Average Pause Time 7500 sec & | .
; Average Pause Time 10000 sec —+— of nodes. In our scheme, we partition the network area

to small connected and disjoint elements, and for each

element, we define a Markov chain model to evaluate the

expected cost in that element when no protection is provided.

Also we suggested an algorithm that places the protection

agents in the elements with the highest cost. Our simulation

experiments show that the proposed scheme achieves a
Agents Number significant improvement in the performance of the network.

Interruption per Request

Fig. 1. Number of interruptions per request using different number of agent
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