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Abstract— We consider a centralized Spectrum Server that
coordinates the transmissions of a group of links sharing a
common spectrum. Links employ on-off modulation with fixed
transmit power when active. In the on state, a link obtains a data
rate determined by the signal-to-interference ratio on the link.
With knowledge of the link gains in the network, the spectrum
server schedules the on/off periods of the links so as to satisfy
constraints on link fairness and efficiency. We express fairness
constraints as lower bounds on the average minimum rate for
each link. Efficiency constraints are expressed as lower bounds
on the ratio of the average rate to the average transmit power
for each link. Subject to fairness and efficiency constraints, the
spectrum server finds a schedule that maximizes the average
sum rate. Using a graph theoretic model for the network and a
linear programming formulation, the resulting schedules are a
collection of time shared transmission modes (sets of active links).
In the special case when there is no minimum rate constraint,
varying the efficiency constraint can cause the optimal policy to
vary from a fixed dominant mode with highest sum rate being
operated all the time to time sharing among singleton modes
in which just one link is active. We also address the case of
maximum common rate scheduling under efficiency constraints.
Simulation results are presented to substantiate our findings.

I. I NTRODUCTION

Spectrum regulation has traditionally been driven by ad-
vances in technology, from improved filters to the sophisticated
logic and radio techniques that created the cellular revolution.
More recently, however, a new paradigm has emerged in which
regulation has driven technology. The regulatory experiment
in open access to spectrum has led to an impressive variety
of important technologies and innovative uses. Emerging tech-
nologies called “cognitive radio” offer significant potential in
terms of better system capacity and service quality, for these
systems to adapt to a wide variety of unpredictable conditions.

Cognitive radios, in their simplest form, can recognize the
available systems and adjust their frequencies, waveformsand
protocols to access those systems efficiently. As a natural con-
sequence, most current research activities are focused on the
“design” issues in building such systems [1]. These activities,
however, fail to fully reveal the ultimate limits of cognitive
behaviour. This is perhaps analogous to a traveller with fluency
in a variety of languages. Such fluency is great advantage,
but how much greater an advantage is conferred when the
traveller understands local conditions and customs, can choose
the best language when several are possible, and can find

local advisors and information when necessary. Following this
analogy, our cognitive radio must do more than communicate
with the “local population” on an ad hoc basis to realize
its full potential – it must develop a full awareness of a
local environment that may span multiple spectrum bands
and systems. This implies new discovery processes that are
thorough and efficient, and even new classes of “information
servers” that provide assistance in the process.

When there exist methods by which cognitive radios can
independently discover local information, a variety of physical
layer, system and network layer protocols can be applied to
allow cooperation and coexistence. However, such levels of
cooperation and interoperability may not be possible when
multiple services and systems must coexist. In this case, effi-
cient open access to spectrum can be aided by impartial “spec-
trum servers” [2], [3] which can obtain information about the
interference environment through measurements contributed
by different terminals, and then offer suggestions for efficient
coordination to interested service subscribers. As pointed out
in [2], likely neighborhood information could include various
levels of time and frequency utilization, descriptions of nodes
in a neighborhood, and potentially, spatial positions as well. In
fact, the role of such a spectrum server for wireless network
coordination is reminiscent of the role of the DHCP (dynamic
host configuration protocol) server in the coordination problem
that arises among nodes in the Internet.

There are many different ways in which the spectrum server
can coordinate a set of radios in a wireless network. Recent
work in [4] has considered the role of the spectrum server in
scheduling variable rate links while the work in [5] has consid-
ered the spectrum server’s role in demand responsive pricing
and competitive spectrum allocation. Specifically, in [4] the
problem of scheduling transmissions for a group of links was
considered under the objective of maximizing the sum rate
obtained by the links. Issues of fairness were also addressed
by deriving scheduling algorithms that resulted in max-min
fair [6] and proportional fair [7], [8] rate allocations. Inthis
paper, we introduce the notion of energy efficiency into the
scheduling problem and also address the issue of fairness in
this context.

Scheduling transmissions in a wireless network has been
studied in various contexts. In [9], a joint scheduling and
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Fig. 1. Graph of network showing the nodes and directed links

power control strategy is proposed to maximize network
throughput and energy efficiency of the system. Another
variant of this problem is addressed in [10], [11], where the
authors look at the cross-layer issues of routing, scheduling
and power control. The authors in [12] develop a framework
for integrated link scheduling and power control policies to
maximize the average network throughput, when each link is
subject to an average power constraint and each node is subject
to a peak power constraint. The authors assume a model in
which the data rate of a link is a linear function of the signal-
to-interference ratio at the receiver.

In contrast, following our prior work in [4], we consider
transmitters with a fixed power on-off modulation and devise
schedules that maximize average throughput objectives under
energy efficiency constraints. We assume that we obtain a non-
zero rate in the links for any non-zero signal-to-interference
ratio (SIR). The optimization problem, subject to both energy
efficiency and minimum rate constraints in the individual links,
is posed as a linear program. If the link gains are known to
the spectrum server, it can schedule the transmissions among
the links to maximize the system throughput.

The paper is organized as follows. In section II, we describe
the system model. The problem formulation and analytical
results are described in section III. The schedule which max-
imizes the common minimum rate is discussed in section IV.
The simulation results are presented in section V. We conclude
in section VI with some discussions.

Before we explain the system model, we comment on the
notation of this paper. We use boldface lowercase characters
for vectors and boldface uppercase for matrices. Ifa is a
vector,aT denotes its transpose anda

T
b =

∑

i aibi represents
the inner product of the vectorsa andb. The vector of all zeros
and all ones are represented by0 and1 respectively.

II. SYSTEM MODEL

Consider a wireless network withN nodes formingL

logical links sharing a common spectrum. The network can
be represented as a directed graphG(V, E), where the nodes
in the network are represented by the set of verticesV of
the graph and the links are represented by a set of directed
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Fig. 2. Graph of network showing transmission mode corresponding to
(1 0 1 0)

edgesE . Therefore the cardinalities|V| = N and |E| = L. A
directed edge from a nodem to noden implies thatn wishes
to communicate data to nodem. We consider the scenario
where the spectrum server coordinates the activity of the set
of L links to share the spectrum efficiently.

Define the setT = {0, 1, . . . ,M − 1} of transmission
modes, where M = 2L denotes the number of possible
transmission modes. Then themode activity vectorti of mode
i is a binary vector, indicating the on-off activity of the links.
If ti = (t1i, t2i, . . . , tLi) is a mode activity vector, then

tli =

{

1, link l is active under transmission modei,
0, otherwise.

(1)
Note that there areM possible transmission modes including
the mode in which all links are off. Figure 1 shows a repre-
sentative network and Figure 2 shows particular transmission
mode for the set of links.

Let the transmitter power on a linkl be Pl. If Glk is the
link gain from the transmitter of linkk to the receiver of link
l andσ2

l is the noise power at the receiver of linkl, the SIR
γli at the receiver of linkl in transmission modei is given by

γli =
tliGllPl

∑

k∈E,k 6=l tkiGlkPk + σ2

l

. (2)

The link gain between a transmitter and receiver takes into
account the path loss and attenuation due to shadow fading.
We assume that the link gains between each transmitter and
receiver are known to the spectrum server. The data rate
in each link depends on the SIR in that link. We assume
that the transmitter can vary its data rate, possibly through a
combination of adaptive modulation and coding. In particular,
for a given mode, the transmitter and receiver on a link employ
the highest rate that permits reliable communication giventhe
link SIR in that mode. For purposes of this study, we assume
that the transmission of other links are treated as Gaussian
noise and that a transmission on linkl is reliable in a given
modei with a data rate

cli = log(1 + γli). (3)



We emphasize here that we do not consider any minimum SIR
threshold required at each receiver, i.e., associated witheach
transmission modei, a non-zeroγli defines some rate on the
link l. Let xi be the fraction of time that transmission mode
i is active. We refer to the vectorx = [x0 x1 · · ·xM ]T as
a schedule without precise specification of sequence of active
modes. The average data rate in linkl is the time average of
the data rates of all the transmission modes that include link
l and is given by

rl =
∑

i

clixi. (4)

Similarly, the average power̄Pl used by link l is obtained
as the time average of the power used by linkl in all the
transmission modes. Hence,

P̄l =
∑

i

Pltlixi. (5)

We define theenergy efficiencyǫl of a link as the ratio of
the average rate obtained by linkl to the average power̄Pl

expended by the link. Hence,

ǫl =
rl

P̄l

. (6)

We can view the efficiency of a link as the data rate obtained
per unit of power used in transmission on the link. Note
that the efficiency depends on the schedulex and thatǫl is
undefined if linkl does not transmit during that schedule.

The highest efficiency of a link is attained when it transmits
in isolation. The modes corresponding to a linkl transmitting
in isolation without interference from other links is referred to
as the linkl singleton mode. If the system were to use only
the link l singleton mode, linkl obtains SINR (in fact SNR)

γ̄l =
GllPl

σ2

l

(7)

and efficiency

ǭl =
log(1 + γ̄l)

Pl

. (8)

For any schedule in which linkl is active, its efficiencyǫl must
satisfyǫl ≤ ǭl since among the all the transmission modes, the
link obtains its maximum rate in the singleton mode as there
are no other interfering users that bring down the rate.

In this paper, we are interested in obtaining efficient
scheduling strategies which maximize the sum rate in the links
by ensuring that all links operate above a certain threshold
efficiency ǫ0, i.e., ǫl ≥ ǫ0 for all links l. Hence from (6),

∑

i

clixi ≥ ǫ0
∑

i

Pltlixi. (9)

We denoteP = diag(P1, P2, . . . , PL) to be theL×L diagonal
matrix of transmit powers of the individual links. We define the
L × M matrix C = [c1 c2 . . . cM ] such that itsjth column
cj = [c1j , c2j , . . . , cLj ]

T contains the rate obtained by each
link in mode j. Let T = [t1 t2 . . . tM ] denote theL × M

binary matrix, which contains the transmission mode vector

tj as columnj. Thus, equation (9) can be written in vector
form as

Cx ≥ ǫ0PTx. (10)

In the following section, we present the linear program (LP)
for fair and efficient sum rate maximization.

III. FAIR AND EFFICIENT MAXIMUM SUM RATE

SCHEDULING

We are interested in an efficient schedule that maximizes the
sum of the average data rates over all linksl = 1, 2, . . . , L,
subject to constraints on the minimum rate for each link. The
optimization problem can be posed as the LP:

max 1
T
r (11)

subject to r = Cx, (11a)

r ≥ rmin1, (11b)

r ≥ ǫ0PTx, (11c)

1
T
x ≤ 1, (11d)

x ≥ 0. (11e)

The objective function1T
r =

∑

i ri is the sum of average
rates of the individual links. The constraint (11b) represents the
minimum rate constraint and (11c) is the efficiency constraint.

The variables in the LP (11) arer andx. Rewriting the LP
in terms of the variablex only, we get

copt(rmin, ǫ0) = max 1
T
Cx (12)

subject to Cx ≥ rmin1, (12a)

(C − ǫ0PT)x ≥ 0, (12b)

1
T
x ≤ 1, (12c)

x ≥ 0. (12d)

We now consider the special casermin = 0 when there
is no minimum rate requirement for any of the links. Before
proceeding, we observe thatcli = 0 if and only if tli = 0.
Thus for sufficiently small efficiency thresholdǫ0, C− ǫ0PT

is a nonnegative matrix. In this case, the constraint (12b) is
inactive in that it is trivially satisfied for all nonnegative x.

In the absence of the efficiency constraint, it was shown
in [4] that the optimal schedule for the problem (12) with
rmin = 0 is to operate only a transmission moded with max-
imum sum rate. The optimal objective value is the maximum
column sum of the rate matrixC. We refer to moded as the
dominant mode and we denote byx̂ = [0 · · · 0 1 0 · · · 0]T the
schedule that supports exclusive use of moded. In addition,
we useD to denote the set of active links in the dominant
mode. For linksl ∈ D, we useǫ̂l to denote the efficiency of
the link under the schedulêx.

When the efficiency thresholdǫ0 satisfies

ǫ0 ≤ ǫ̂ = min
l∈D

ǫ̂l, (13)

all links in the dominant mode will meet the efficiency
constraint under schedulêx. In this case, schedulêx, cor-
responding to exclusive use of the dominant mode, remains
optimal. When the efficiency thresholdǫ0 passeŝǫ, the optimal



schedule may continue to employ the dominant mode, but
other modes also must be scheduled to boost the efficiency
of the least efficient links in the dominant mode. Eventually,
the problem becomes infeasible whenǫ0 exceeds̄ǫ = maxl ǭl,
the maximum efficiency in a singleton mode.

Depending on the geometry of the links, the dominant
transmission mode can be a single active link or a collectionof
geographically separated links. However, the geographic sep-
aration of links that is typically associated with the dominant
mode is consistent with those links in the dominant mode
having high efficiency. The consequence is that enforcing
an efficiency constraint typically has little impact until the
efficiency constraint is very stringent. This implies that the
links that are not a part of the dominant transmission mode
are starved. So, the system is not fair in terms of providing
non-zero data rates to all the links.

In order to offset the inherent unfairness in the above solu-
tion, we introduce a non-zero minimum rate constraint in the
problem (12). When we impose a non-zero minimum ratermin

on all links, the optimal schedule may change. Once again, for
small values of the thresholdǫ0, the efficiency constraint is
inactive. In such cases, the optimal schedule balances the use
of the dominant mode against modes that provide non-zero
rates to otherwise disadvantaged links. This case is examined
in greater detail in [4]. Increasing the thresholdǫ0 gradually
eliminates modes in which links are active in the presence of
significant interference. For high values ofǫ0, the system tends
to use the high-efficiency singleton modes, although this can
have a significant penalty in terms of the sum rate.

IV. M AXIMUM COMMON RATE SCHEDULING

The maximum sum rate scheduling is biased towards links
that have the best quality (i.e., least interference) and is
unfair to the other links that are not a part of the dominant
transmission mode. To address this, we present the maximum
common rate schedule in this section and we conjecture that
this schedule may result in the max-min fair rate allocation.

Definition 1: A vector of ratesr is said to bemax-min fair
if it is feasible and for eachl ∈ E , rl cannot be increased
while maintaining feasibility without decreasingrl′ for some
link l′ for which rl′ ≤ rl. Formally, for any other feasible
allocation r̃, with r̃l > rl, there must exist somel′ such that
r̃l′ < rl′ ≤ rl.

In the context of flow control of sources in a communication
network, iterative algorithms for computing max-min fair rate
vectors exist [6]. Such iterative algorithms use a ‘progressive
filling’ technique that starts with all rates equal to zero and
increases the rates until one or several link capacity limits
are reached. In order to obtain an energy efficient max-min
fair schedule, we begin by formulating the LP to maximize
the minimum common rate in all the links subject to energy
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Fig. 3. Set of five links each of lengthd = 10.

efficiency constraints.

r∗ = max rmin (14)

subject to r = Cx, (14a)

r ≥ rmin1, (14b)

r ≥ ǫ0PTx, (14c)

1
T
x = 1, (14d)

x ≥ 0. (14e)

We conjecture that if the link gainsGlj are all non-zero,
then the LP (14) which maximizes the minimum common rate
among the links subject to efficiency constraint, results inall
links obtaining the same rater∗, i.e.,r∗ = r∗1. In the absence
of an efficiency constraint, such a claim was proven in [4].
With an efficiency constraint, the proof in [4] does not follow
directly. However, our simulation results suggest that theclaim
is likely to hold. If this were the case, then the rate allocation
r∗1 will be the max-min fair rate allocation.

V. SIMULATION RESULTS

We present some simulation results in this section. Though
the analytical results are true for more general cases, we
present simulation results for some specific cases to illustrate
our findings. The simulation set-up is a50×50 grid as shown
in Figure 3. The links are of fixed lengths and placed at random
locations in the grid. The interference gainGlj between the
transmitter of linkj and the receiver of a linkl is given by
Glj = d−4

lj , wheredlj is the separation distance between the
transmitter and receiver. The transmit powers are fixed for
all transmissions and the link geometries are characterized
through the signal-to-noise ratio (SNR) at the receiver forthat
link (in the absence of interference).

In the case of maximum sum rate scheduling with no
minimum rate constraint, for a fixedǫ0 = ǫ, the transmission
mode with the highest sum rate is chosen. The links which are
not a part of the dominant transmission mode are not operated
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at all. As we increaseǫ, the sum rate remains constant until
a certain threshold value, sayǫth. The value ofǫth is the
efficiency of the weakest (in terms of link quality) link in the
dominant mode. Forǫ > ǫth, single link modes corresponding
to some of the links in the dominant mode are operated in
order to satisfy the efficiency constraints on those links. The
variation of sum-rate withǫ is shown in Figure 4.

In the case of maximum sum rate scheduling with non-
zero minimum rate constraint, we see that more than one
transmission mode is operated since there is a minimum rate
requirement for each link. As with the case with zero minimum
rate constraint, for a given degree of fairness (i.e., a specified
rmin), there is relatively little penalty for requiring efficiency,
until the breakpoint where the required efficiency approaches
the efficiency of the link in isolation. For larger values ofrmin,
the efficiency of the single link modes decreases. This is illus-
trated in Figure 4. Notice that for non-zerormin values, there
is some loss in sum rate because of the fairness introduced
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Fig. 6. Variation of the maximum common rater∗ with efficiencyǫ

by rmin. However, similar to the case whenrmin = 0, when
ǫ0 crosses a threshold, the penalty is sum rate increases as
efficiency increases.

Figure 5 shows the variation of rates of individual links with
the efficiency. For lower values ofǫ, the dominant mode{1, 4}
is operated to maximize the sum rate and the links which are
not a part of the dominant mode are scheduled for just enough
time to satisfy their minimum rate constraint. When higher
efficiency is required, the rates of links in the dominant mode
reduces until the singleton modes are not efficient any more.

Figure 6 shows the trade-off between fairness (determined
by the maximum common rate among the links) and efficiency.
As the link efficiencyǫ increases, we see that the maximum
common rate among the links decreases.

VI. D ISCUSSION ANDCONCLUSION

We observe that from low to moderate values of the
efficiency thresholdǫ0, the efficiency constraint made little
difference because the high throughput solutions were alsothe
high efficiency solutions. However, for high values ofǫ0, the
penalty paid in terms of throughput is large. But in a schedule
with only fairness constraints, we observed in [4] that the loss
in sum rate is gradual with increase in the minimum required
ratermin.

The scheduling algorithm discussed in this paper, is typ-
ically run on the centralized server. In order to simplify
the algorithm, the spectrum server can dispense with the
efficiency constraints in scheduling links. Since efficiency and
high throughput appear to be positively correlated, distributed
scheduling algorithms may be able to use the efficiency
constraints to steer links to efficient schedules. In this case,
a spectrum server can announce an efficiency target and links
will be pushed towards schedules that employ efficient modes.
Such distributed algorithms may involve links reporting the
interference seen by them from all other links and their own
efficiency.



To summarize, we considered a centralized Spectrum Server
that coordinates the transmissions of a group of links in a
wireless network, which is modelled as a directed graph. The
problem of maximizing the sum rate in all the links subject
to minimum rate constraints and energy efficiency constraints
was posed as a linear program. With knowledge of the link
gains in the network, the spectrum server scheduled the on/off
periods of the links so as to satisfy constraints on link fairness
and efficiency. Subject to fairness and efficiency constraints,
we derived two classes of schedules; one that maximized the
average sum rate and the other that maximized the common
rate. In the special case when there was no minimum rate
constraint, varying the efficiency constraint caused the optimal
policy to vary from a fixed dominant mode with highest
sum rate being operated all the time to time sharing among
singleton modes in which just one link is active.
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