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Abstract— We consider in this paper the analysis of transmit
beamforming methods in multiple antenna systems over corre-
lated fading channels and with finite rate feedback of the channel
state information. The problem is formulated as a general vector
quantization problem with encoder side information, constrained
quantization space and non-mean-square distortion function. By
utilizing the high-resolution distortion analysis of the generalized
quantizer, which is applicable to a wide range of scenarios, we
obtain a tight lower bound on the capacity loss of the finite rate
quantized MISO system over correlated fading channels. The
lower bound of the capacity loss of correlated MISO channels
is a generalization of existing results available for i.i.d. channels.
The bound, in addition to providing insight into the exact nature
of dependence of the quantization loss on the channel correlation
matrix, indicates that the loss is less than that of the i.i.d. channels
but with the same exponential decaying factor w.r.t. the feedback
rate. The generality of the framework is further demonstrated
by considering its application to the analysis of suboptimal
mismatched channel quantizers, i.e. quantizers designed with an
incorrect channel covariance matrix, and comparing it to systems
with optimal quantizers. Finally, numerical and simulation results
of the finite rate quantized MISO beamforming system with
codebook designed by the Lloyd algorithm are presented that
confirm the accuracy of the obtained analytical results.

I. I NTRODUCTION

Communication systems using multiple antennas at both
the transmitter and the receiver have recently received much
attention due to their promise of providing significant capacity
increases in a wireless fading environment. The performance
of the multiple antenna systems depends heavily on the
availability of the channel state information (CSI) at the
transmitter (CSIT) and at the receiver (CSIR). Most of the
MIMO system design and analysis adopt one of two extreme
CSIT assumptions,complete CSITandno CSIT. In this paper,
we consider systems with CSI assumptions in between these
extremes. We assume perfect CSIR is available at the receiver,
and focus our attention on MIMO systems where CSI is
conveyed from the receiver to the transmitter through a finite
rate feedback link. Recently, several interesting papers have
appeared, proposing design algorithms as well as analytically
quantifying the performance of the finite rate feedback multi-
ple antenna systems [1] - [8]. This paper attempts to add to
this body of knowledge.

Narula et. al. considered in [1] a multiple transmit antennas
and single receive antenna (MISO) system which employs
finite-rate feedback to describe the beamforming vector. The
Lloyd algorithm [2] was utilized to designing the optimum
beamforming vector codebook, where both the channel gain
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and the system mutual information were used as performance
metrics. Based on the geometrical properties of the channel
space, Mukkavilli et. al. [3] derived a universal lower bound
on the outage probability of quantized MISO beamforming
systems with arbitrary number of transmit antennast over
i.i.d. Rayleigh fading channels. Love et. al. [4] proposed a
codebook design criterion based on minimizing the maximum
inner product of the beamforming vectors in the codebook,
and related the min-max problem to that of Grassmannian line
packing which is the problem of maximally separating lines
in the Grassmann manifold. The authors also investigated in
[5] the problem of quantizing the beamforming vector under
a per-antenna power constraint, which is named as quantized
equal gain transmission. This problem was recently revisited
by Murthy et. al. in [6] and a closed form capacity loss analysis
was obtained.

Vector quantization (VQ) techniques combined with Lloyd
algorithm was utilized by Xia et. al. in [7] and Roh et. al. in
[8]. The authors derived an (weighted) inner product criterion
and used the Lloyd algorithm [2] to generate the codebook that
specifically optimize for both the statistical distribution of the
vector (or matrix) channel as well as the specific performance
metric (for example, the mutual information rate). Both of
these groups analyzed the performance of MISO systems with
limited-rate feedback in the case of i.i.d. Rayleigh fading
channels, and obtained closed form expressions of the capacity
loss (or SNR loss) in terms of feedback rateB and antenna
size t.

In this paper, we consider the analysis of transmit beam-
forming methods in multiple antenna systems over correlated
fading channels and with finite rate CSI feedback. The problem
is formulated as a general vector quantization problem with
encoder side information, constrained quantization space and
non-mean-square distortion function. By utilizing the high-
resolution distortion analysis of the generalized quantizer pro-
vided in [9], which is applicable to a wide range of scenarios,
we obtain a tight lower bound on the capacity loss of the finite
rate quantized MISO systems over correlated fading channels.
The lower bound of the capacity loss of correlated MISO
channels are a generalization of existing results available on
i.i.d. channels, and its approximations in high-SNR regimes
are also provided. The bound provides insight into the exact
nature of dependence of the quantization loss on the channel
correlation matrix, which indicates that the loss is less than that
of the i.i.d. channels but with the same exponential decaying
factor w.r.t. the feedback rate. The generality of the frame-
work is further demonstrated by considering its application
to the analysis of suboptimal mismatched channel quantizers,
i.e. quantizers designed with an incorrect channel covariance



matrix, and comparing it to systems with optimal quantizers.
Finally, numerical and simulation results of the finite rate
quantized MISO beamforming system with codebook designed
by the Lloyd algorithm are presented that confirm the accuracy
of the obtained analytical results.

II. SYSTEM MODEL

We consider an MISO system witht transmit antennas,
one single receive antenna, signaling through a frequency
flat fading channel. The block fading channel model can be
represented as

y = hHx + n , (1)

wherey is the received signal (scalar),n ∼ Nc(0, 1) is the
additive complex Gaussian noise with zero mean and unit
variance, andhH ∈ C1×t is the MISO channel response with
distribution given byh ∼ Nc(0,Σh). For the sake of fair
comparison, we normalize the channel covariance matrix such
that the mean of the eigen values equals to one, which is the
same as in the case of i.i.d. fading channel withΣ h = It.
The transmitted signal vector is normalized to have a power
constraint given byE

[ ‖x‖2] = ρ, with ρ representing the
average signal to noise ratio at each receive antenna.

It is assumed that there exists a finite rate feedback link ofB(
N = 2B

)
bits per channel update between the transmitter and

receiver. To be specific, a codebookC =
{
v̂1, · · · , v̂N

}
, which

is composed of unit norm transmit beamforming vectors, is
assumed known to both the receiver and the transmitter. Based
on the channel realizationh, the receiver selects the best code
point v̂ from the codebook and sends the corresponding index
back to the transmitter. At the transmitter, the unit norm vector
v̂ is employed as the beamforming vector, i.e.

y = hH ·(v̂ · s)+n = ‖h‖·〈v, v̂〉·s+n , E
[ |s|2] = ρ , (2)

wherev is the channel directional vector given byv = h/‖h‖.
The corresponding ergodic capacity or the maximum system
mutual information rate of the quantized MISO beamforming
system is given by

CQ = Eh

[
log2

(
1 + ρ · ‖h‖2 · |〈v, v̂〉|2

)]
. (3)

With perfect channel state information available at the trans-
mitter (B = ∞), it is optimal to choosev = h/‖h‖ as the
beamforming vector, and the corresponding system ergodic
capacity is given by

Cp = Eh

[
log2

(
1 + ρ · ‖h‖2

)]
. (4)

Therefore, the system capacity loss due to the finite rate
quantization of the transmit beamforming vectors can be
represented as

CL = Cp−CQ = E

[
−log2

(
1− ρα

1 + ρα
·
(
1−|〈v, v̂〉|2

))]
,

(5)
whereα = ‖h‖2 is the norm square (or the power gain) of
the vector channel response.

III. G ENERAL VECTORQUANTIZATION PROBLEM

The multiple antenna systems with finite-rate feedback can
be modeled as a generalized vector quantization problem with
additional attributes such as encoder side information, con-
strained quantization space and non mean-squared distortion
measures. High resolution tools commonly used in classical
vector quantization have been extended to deal with this
generalized problem [9]. We briefly summarize in this section
the high-resolution analysis results of the generalized vector
quantizer, which are then specialized to provide a tight lower
bound on the capacity loss of the finite rate quantized MISO
systems over correlated fading channels.

It is first assumed that the source variablex = (y, z) is
a two-vector tuple with vectory ∈ Q representing the actual
quantization variable of dimensionkq and z ∈ Z being the
additional side information of dimensionkz. Theencoder side
informationz is available at the encoder but not at the decoder.
Based on a particular source realizationx, the encoder (or
the quantizer) represents vectory by one of theN vectors
ŷ1, ŷ2, · · · , ŷN , which form the codebook. The encoding or
the quantization process is denoted asŷ = Q(y, z). The
distortion of a finite rate quantizer is defined as

D = Ex

[
DQ

(
y, ŷ ; z

)]
, (6)

whereDQ

(
y, ŷ ; z

)
is a generalnon mean-squared distortion

function betweeny and ŷ that is parameterized byz. It is
further assumed that functionDQ has a continuous second
order derivative (or Hessian matrix w.r.t. toy) Wz(ŷ) with
the (i, j)th element given by

wi,j =
1
2
· ∂2

∂ yi∂ yj

∣∣∣∣
y=ŷ

DQ
(
y , ŷ ; z

)
. (7)

Under high resolution assumptions, the asymptotic distor-
tion of a finite rate feedback system can be represented by the
following form [9], which is similar to the Bennett’s integral
provided in [10]

D = Ey,z

[
DQ

(
y , Q

(
y, z

)
; z

)]

= 2−
2B
kq

∫

Z

∫

Q
I
(
y ; z ; Ez(y)

)
p
(
y, z

)
λ
(
y
)− 2

kq dy d z, (8)

whereEz(y) denotes the asymptotic projected Voronoi cell
that containsy with side informationz as N approaches
infinity. In equation (8), λ(y) is a function representing the
relative density of the codepoints, which is called point density,
such thatλ(y) dy is approximately the fraction of quantization
points in a small neighborhood ofy. FunctionI

(
y ; z ; E

)
is

the normalized moment of inertia profile that represents the
asymptotic normalized distortion or the relative distortion of
the quantizerQ at positiony conditioned on side information
z with Voronoi shapeE. Both λ(y) and I

(
y ; z ; E

)
are the

key performance determining characteristics that can be used
to analyze the effects of different system parameters, such as
source distribution, distortion function, quantization rate etc.,
on the finite rate quantizer.

The normalized moment of inertia profile of an optimal
quantizer is defined as the minimum moment of inertia of



all admissible regionsEz(y), i.e.

Iopt
(
y ; z

) 4
= min
Ez(y)∈HQ

I
(
y ; z ; Ez(y)

)
, (9)

with HQ representing the class of all admissible polytopes
that forms a lattice partition on the quantization spaceQ. The
optimal moment of inertia can be tightly lower bounded by

Iopt
(
y ; z

)
' Ĩopt

(
y ; z

)
=

kq

kq + 2
·
(∣∣Wz(y)

∣∣
κ2

kq

)1/kq

, (10)

where parameterκn is the volume of an-dimensional unit
sphere given by

κn =
πn/2

Γ(n/2 + 1)
. (11)

The asymptotic distortion of an optimal finite rate quantizer
can be lower bounded by the following form

D(Qopt) ≥ DLow,1 , (12)

where lower boundDLow,1 is given by

DLow,1 = 2−
2B
kq ·

(∫

Q

(
Iw

opt(y) · p(
y
))1

/(
1+ 2

kq

)
dy

)1+ 2
kq

,

(13)
with the average moment of inertia profileIw

opt(y) given by

Iw
opt(y) =

∫

Z
Iopt

(
y ; z

) · p(
z
∣∣y)

d z . (14)

When the sensitivity matrixWz(y) can be factored into the
following form

Wz(y) = f(z) ·W(y) , (15)

it can be shown that the asymptotic distortion lower bound
DLow,1 is actually achievable

D(Qopt) = DLow,1 . (16)

By substituting the tight lower bound (10) of the moment of
inertia profile into equations (13) and (14), we can obtain cor-
responding tight lower bound̃Iw

opt(y) of the average moment of
inertial profile, and the lower bound̃DLow,1 of the asymptotic
system distortion respectively1.

If the source variable (vector)y is further subject tokc
constraintsgiven by the vector equation

g(y) = 0 , (17)

the asymptotic distortion analysis is still valid with the follow-
ing modifications. First, the actual degrees of freedom of the
quantization variable reduce fromkq to k′q = kq−kc. Second,
the sensitivity matrix is replaced by its constrained version
Wc, z(y) given by

Wc, z
(
y
)

= VT
2 ·Wz

(
y
) ·V2 , (18)

where V2 ∈ Rkq×k′q is an orthonormal matrix with its
columns constituting an orthonormal basis for the orthogonal
compliment of the range spaceR

(
∂

∂ y g(y)
)

. Lastly, the
multi-dimensional integrations used in evaluatingDLow,1 and
D̃Low,1 is performed in the constraint spaceg(y) = 0.

1This replacement can be extended to other variables and definitions. In
the rest of this paper, we will directly usẽa to represent a quantity that is
obtained by replacingIopt with Ĩopt if a is a function ofIopt, i.e. a = a (Iopt)

IV. U NCORRELATEDMISO BEAMFORMING SYSTEMS

Although the analysis of finite rate quantized MISO beam-
forming system over i.i.d. Rayleigh fading channels has been
investigated in several past works, we revisit this problem from
a source coding perspective by formulating it into a general
vector quantization problem and provide analysis based on the
general framework.

The source variable is denoted asv =
[
vT

R , vT
I

]T
of di-

mension2t with vR andvI representing the real and imaginary
parts of the (complex) channel directional vectorv, and the
side information is denoted asα = ‖h‖2 of dimensionkα = 1.
For vectors in the vicinity of̂v (with v̂R and v̂I representing
its real and imaginary parts), source variablev is constrained
under the multi-dimensional real functiong(v) corresponding
to definition (17), which is given by

g
(
v
)

=
[

vT
RvR + vT

I vI − 1
vT

R v̂I − vT
I v̂R

]
= 0 , (19)

with the first element representing the norm constraint and the
second element the phase constraint. Functiong(v) has size
kc = 2, which leads to the actual degrees of freedom of the
quantization variablev to bek′q = 2t− 2. The instantaneous
capacity loss due to effects of finite rate CSI quantization is
taken to be the system distortion functionDQ(v, v̂ ; α), which
has the following second order approximation

DQ(v, v̂ ; α) = − log2

(
1− ρα

1 + ρα
·
(
1−

∣∣〈v, v̂〉
∣∣2

))

≈ ρα

ln 2 (1 + ρα)
· vT

(
I2t −Ω

)
v , (20)

where matrixΩ ∈ R2kq×2kq is given by

Ω =
[

v̂Rv̂T
R + v̂Iv̂T

I v̂Rv̂T
I − v̂Iv̂T

R
v̂Iv̂T

R − v̂Rv̂T
I v̂Rv̂T

R + v̂Iv̂T
I

]
. (21)

After some manipulations, the constrained sensitivity matrix
Wc, α(v̂) can be shown to be given by, from equation (18)

Wc, α

(
v̂
)

=
ρα

ln 2 · (1 + ρα)
· I2t−2 . (22)

Substituting (22) into (10), the optimal moment of inertia
profile can be obtained by the following form

Ic, opt
(
v̂ ; α

)
= Ic, opt(α) ' Ĩc, opt(α)

=
ρα

ln 2 · (1 + ρα)
· (t− 1) · γ−1/(t−1)

t

t
, (23)

where the parameterγt is given by

γt =
πt−1

(t− 1)!
. (24)

When the elements of the channel responseh are i.i.d. Gaus-
sian distributed, the overall system distortion (or the capacity
loss) can be obtained from (13) and has the following form

D̃
(Qopt

)
= D̃c-Low,1

=
(t− 1) ·

(
2F0

(
t + 1, 1; ; −ρ

) · ρ
)

ln 2
· 2−B/(t−1) , (25)

where2F0 is the generalized hypergeometric function, and the
optimal point densityλ∗ (v) is a uniform distribution given by

λ∗ (v) = γ−1
t , v ∈

{
v

∣∣∣g (v) = 0
}

. (26)



V. CORRELATED MISO BEAMFORMING SYSTEMS

It is generally difficult to extend the analysis of quantized
MISO systems from i.i.d. channels to correlated channels by
using the statistical approximation approach adopted in [8] and
other previous works. By viewing the problem using a source
coding perspective, we provide in this section the distortion
analysis of correlated MISO channels.

A. Distortion lower boundDc-Low,1(Σ h)
When the elements of the MISO channel responseh are

correlated and have a complex Gaussian distribution, i.e.
h ∼ Nc

(
0, Σh

)
, by substituting the moment of inertia profile

Ic, opt
(
v ; α

)
given by (23) into equation (13), the system

asymptotic distortion lower bound̃Dc-Low,1 can be expressed
in the following form,

Dc-Low,1 (Σ h) ' D̃c-Low,1 (Σ h)

=
(t− 1) γ

−t/(t−1)
t · ρ · β1 (ρ, t, Σ h)

ln 2 · |Σ h| · 2−B/(t−1) , (27)

where β1 (ρ, t, Σ h) is a constant coefficient which only
depends on the antenna sizet, channel correlation matrixΣ h
and system SNRρ, and is given by

β1 (ρ, t, Σ h) =

( ∫

v: g(v)=0

(
(
vHΣ−1

h v
)−(t+1)

× 2F0

(
t + 1, 1; ; − ρ

vHΣ−1
h v

) )(t−1)/t

dv

)t/(t−1)

.(28)

The optimal point densityλ∗ (v) that achieves the minimal
distortion is given by

λ∗ (v) = β1 (ρ, t, Σ h)
−(t−1)/t ·

(
(
vHΣ−1

h v
)−(t+1)

× 2F0

(
t + 1, 1; ; − ρ

vHΣ−1
h v

) )(t−1)/t

. (29)

All the derivations provided in this article are brief due to
space limitations.

From the proposed distortion lower bound̃Dc-Low,1 (Σ h),
we can make the following observations:

1) The asymptotic distortion lower bound provided in
equation (27) is a general format that is suitable for arbitrary
channel correlations with covariance matrixΣ h. The distortion
lower bound of i.i.d. MISO channels given by equation (25)
is a special case when the covariance matrixΣ h is equal to
the identity matrix, i.e.Σ h = It.

2) Since the sensitivity matrixWc, α

(
v̂
)

given by (22)
satisfies the factorable condition given by equation (15), the
distortion lower boundDc-Low,1 is achievable and equal to the
asymptotic distortion of the optimal quantizer, i.e.

Dc-Low,1 = DQ-opt ' D̃c-Low,1 = D̃Q-opt . (30)

3) It can be observed from equations (25) and (27) that the
distortions of correlated and i.i.d. MISO channels have the
same exponential decaying factor2−B/(t−1) with the feedback
rateB. Furthermore, it can also be shown that the distortion

lower boundD̃c-Low,1 of correlated MISO channels is smaller
than that of the i.i.d. MISO channels [9], i.e.

0 < D̃ c-Low,1
(
Σ h

) a≤ D̃ c-Low,1
(
It

)
. (31)

with equality in (a) if and only if Σ h = It. This means that
i.i.d. channels are the worst channel to quantize in the sense
of having the largest distortion or capacity loss.

B. Analysis in High-SNR Regimes

In high SNR regimes, the constraint sensitivity matrixWc, α

reduces to be

WH-snr
c, α

(
v, α

)
= lim

ρ→∞
ρα

ln 2 · (1 + ρα)
· I =

I

ln 2
, (32)

which is independent ofv, the side information information
α as well as the SNRρ. This means that 1) the encoder
can discard the available side informationα without any
loss of system performance; 2) one single codebook is used
for different system SNRs in high SNR regions. In this
case, the moment of inertia profilẽIopt(v, α) and the average
moment of inertia profilẽIw

opt(v, α) also reduce to be constants
independent of the locationv as well as side informationα

ĨH-snr
opt = Ĩw, H-snr

opt =
(t− 1) · γ−1/(t−1)

t

ln 2 · t . (33)

By substituting (33) into the distortion lower bound given by
(13), the system capacity loss of i.i.d. MISO channels in high
SNR regime is given by

D̃ H-snr
c-Low,1

(
Σ h = It

)
=

t− 1
t

· 2−B/(t−1) , (34)

which is consistent with the analysis obtained in [8] based
on a statistical approach. For correlated MISO channels, the
high-SNR asymptotic distortion lower bound̃DH-snr

c-Low,1 can be
shown to have the following form, from equation (27)

D̃ H-snr
c-Low,1 (Σ h) =

(t− 1) ·
(∏t

i=1 λh, i

)1/(t−1)

ln 2 · t ·
(

(t− 1)
t∑

i=1

(
ln λh, i

)
/λh, i∏

k 6=i

(
1− λh, k/λh, i

)
)t/(t−1)

· 2−B/(t−1),(35)

whereλh, i

∣∣t
i=1

are the eigen-values of matrixΣh.

VI. M ISMATCHED ANALYSIS OF MISO SYSTEMS WITH
FINITE RATE FEEDBACK

In the previous sections, we provided asymptotic analysis of
MISO systems with optimal CSI quantizer, in the sense that the
codebook or the encoding algorithm is designed to perfectly
match the distortion function and the source distribution.
However, imperfect codebook and suboptimal quantizer might
be used in practical situations in order to reduce the design
and encoding complexity or due to imperfect knowledge of the
source distribution. For example the codebook designed for
i.i.d channels could be employed in a correlated environment.
We provide in this section a capacity loss analysis of the
quantized MISO beamforming system when the quantizer
is mismatched and suboptimal. The results further serve to
demonstrate the usefulness and generality of the proposed
framework.



A. Source Distribution Mismatch (or Point Density Mismatch)

For the correlated MISO channels, the channel distribution
depends on the covariance matrixΣ h, which needs to be
estimated both at the transmitter and the receiver. A mismatch
between the measured covariance matrixΣm

h and the actual
Σ h will cause system performance degradation.

Based on the mismatched covariance matrixΣm
h , a sub-

optimal codebook is generated with the mismatched point
density given by, from equation (29),

λmis (v) = β1 (ρ, t, Σm
h )−(t−1)/t

((
vH (Σm

h )−1 v
)−(t+1)

2F0

(
t + 1, 1; ; − ρ

vH (Σm
h )−1 v

))(t−1)/t

. (36)

By substituting the mismatched point densityλmis given by
(36) into the distortion integral (8), the system distortion lower
bound of the mismatched quantizer can be obtained

D̃mis-P-Low,1 =

(∫

x: g(x)=0

Ĩw
c, opt

(
x
) ·

pv (x) · λmis
(
x
)−1/(t−1)

dx

)
· 2−B/(t−1) . (37)

As a special case, if the codebook designed for i.i.d. MISO
channels is used for correlated MISO systems2, i.e. Σm

h = It,
the mismatched point densityλmis(v) is uniform and the
asymptotic distortion of the mismatched quantizer can be
obtained by the following analytical closed form expression
after some manipulations

D̃mis-P-Low,1(Σh) =
(t− 1) · β5 (ρ, Σh)

ln 2 · t · 2−B/(t−1) , (38)

where the constant coefficientβ5 (ρ, Σh) is given by

β5 (ρ, Σh) = 1 +
t∑

i=1


ρ λ h, i

∏

j 6=i

(
1− λh, j

λh, i

)

−1

· exp
(

1
ρ λh, i

)
· Ei

( −1
ρ λh, i

)
, (39)

whereEi(·) is the exponential integral function.

B. Comparison With Other Quantizers

In order to understand how the mismatched channel co-
variance matrix

(
Σm

h = It

)
affects the MISO system per-

formance, a distortion comparison between optimal and mis-
matched quantizers under both correlated and i.i.d. fading
channels is formed. By utilizing the concavity property of
function β5(ρ,Σh) w.r.t. matrix Σh, it can be proved that
D̃mis-P-Low, 1(Σh) satisfies the following inequality

D̃c-Low,1 (Σ h) ≤ D̃mis-P-Low,1(Σh) ≤ D̃c-Low,1
(
It

)
. (40)

Moreover, it can also be shown that the mismatched system
distortionD̃mis-P-Low, 1(Σh) converges to the distortion of i.i.d.

2This can be also viewed as the case where the channel covariance matrix
is completely unavailable at both the transmitter and the receiver.

MISO channels with optimal quantizers in high-SNR regimes,
which is given by

D̃mis-P-Low,1(Σ h)
∣∣∣
ρ→∞

= D̃ H-snr
c-Low,1

(
It

)
=

t− 1
ln 2 · t · 2

−B/(t−1).

(41)
This means that: 1) Even with mismatched quantizers that

use codebooks generated from i.i.d. channels samples, the
system asymptotic distortion (or capacity loss) of correlated
MISO channels is still less than that of the i.i.d. channels; 2)
The performance of the mismatched quantizer is dominated
by its suboptimal codebook, and hence does not depend on
the channel correlations in high SNR regimes.

VII. N UMERICAL AND SIMULATION RESULTS
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Fig. 1. Capacity loss of a3× 1 MISO system with different CSI feedback
rateB = 1, 2, · · · , 10 bits per channel update

We plot in Fig.1 the system capacity loss due to the finite-
rate quantization of the CSI versus the feedback rateB for
a 3 × 1 MISO system over correlated fading channels. The
spatially correlated channel is simulated by the correlation
model in [11]: A linear antenna array with antenna spacing of
half wavelength, uniform angular-spread in[−30◦, 30◦] and
angle of arrivalφ = 0◦. Both the simulation results with
codebook generated by the inner product criterion proposed
in [8] and the analytical evaluation of distortion lower bound
D̃c-Low,1 given by (27) are shown in the plot, demonstrating
the accuracy of the proposed asymptotic distortion analysis
provided in SectionV.

In order to see the effects of channel correlation on CSI
quantization in a MISO system, we show in Fig.2 the curves
of capacity loss versus quantization rate (both simulation and
analytical lower bound) of the same MISO system under
different channel correlations with adjacent antenna spacing
D/λ = 0.2, 0.3, 0.5, 2.0 and SNRρ = 20dB. As a comparison
to uncorrelated MISO channels, we also show in Fig.3 the
distortion ratio of correlated MISO channels over i.i.d. fading
channels with quantization rateB = 10 bits, and under
different channel correlations. It can be observed from the
plot that the system distortion of correlated MISO channels is
strictly less than that of the i.i.d. channels and the analytical
result agree well with the actual simulation results.
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We demonstrate in Fig.4 the system capacity loss of the
mismatched quantizer with codebook designed for a3×1 i.i.d.
MISO channel but used in a correlated fading environment
with SNR ρ = 20dB. For comparison purpose, the distortion
of the optimal quantizer over correlated MISO channel with
D/λ = 0.3 is also included in the plot. It can be observed
that the capacity loss of the mismatched quantizer is worse
than that of the optimal quantizers with optimal designed
codebooks. Furthermore, it does not depend on the channel
correlation in high SNR regimes and converges to that of i.i.d.
channels.

VIII. C ONCLUSION

In this paper, we have considered the analysis of transmit
beamforming methods in multiple antenna systems with finite
rate feedback. By employing a general framework which
is based on a source coding perspective, the problem is
formulated as a general vector quantization problem with
encoder side information, constrained quantization space and
non-mean-square distortion functions. By utilizing the high-
resolution distortion analysis of the generalized quantizer, we
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Fig. 4. Capacity loss of mismatched MISO quantizers with codebook
designed for i.i.d. channels used in correlated fading environment

investigate the specific problem of MISO beamforming for
spatially correlated channels. We obtain a tight lower bound
on the capacity loss of the finite rate quantized MISO system,
which is a generalization of existing results available on i.i.d.
channels. The bound provides insight into the exact nature of
dependence of the quantization loss on the channel correlation
matrix, which indicates that the loss is less than that of the i.i.d.
channels but with the same exponential decaying factor w.r.t.
the feedback rate. The generality of the framework is further
demonstrated by considering its application to the analysis
of suboptimal mismatched channel quantizers, i.e. quantizers
designed with an incorrect channel covariance matrix. Finally,
numerical and simulation results of the finite rate quantized
MISO beamforming are presented that confirm the accuracy
of the obtained analytical results.
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