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Abstract— A novel equalization algorithm utilizing improper
nature of the intersymbol interference (ISI) is introduced in this
paper. We show that full exploitation of the available information
on the second-order statistics of the observed signal entails widely
linear processing and that previously known linear minimum mean
square error (MMSE) equalizers represent sub-optimum solutions.
The proposed scheme is generally applicable for both real and
complex signal constellations. The results show that accounting for
the improper nature of the ISI leads to significant performance
gain compared to conventional equalization schemes.

I. INTRODUCTION

For a complex random vector r, its second-order properties
are completely characterized by its autocorrelation matrix C =

E[rrH ]† as well as the pseudo-autocorrelation matrix C̃ =

E[rrT ] [1]. Most existing studies on receiver algorithms only
exploit the information contained in the autocorrelation function
of the observed signal. The pseudo-autocorrelation matrix C̃ is
usually not considered and is implicitly assumed to be zero.
While this is the optimum strategy when dealing with proper
complex random processes (i.e., when pseudo-autocorrelation
C̃ is vanishing) [2], it turns out to be sub-optimum in situations
where the transmitted signals and/or interference are improper
complex random processes (i.e., C̃ is non-vanishing), for which
the performance of a linear receiver can be improved by the
use of widely linear processing (WLP) [3]. It was shown in [1]
that the performance gain of WLP compared to conventional
processing in terms of mean square error can be as large as a
factor of 2.

The concept of WLP has been used in several papers for
enhancing the performance of equalizers which are used to
combat the intersymbol interference (ISI) induced by frequency-
selective multipath channels. For example, it was applied to the
equalization of real-valued data transmitted over ISI channels
having complex-valued channel coefficients [4]; and applied
to the equalization of space-time block encoded transmissions
over multiple-input, multiple-output (MIMO) channels [5]. It
has been shown that the performance of a linear minimum
mean square error (MMSE) equalizer may be improved sig-
nificantly, if not only the original but also the complex con-
jugated version of the received signal are jointly processed
and linearly combined. A MMSE equalizer and a decision-
feedback equalizer (DFE) employing WLP and implemented
via FIR filters for a MIMO frequency selective channel were

†The superscript operators ( )H
, ( )∗, ( )T denote the conjugate transpose,

conjugate, and transpose operations, respectively.

proposed in [6], [7]. It was concluded that the use of WLP
yields considerable performance improvements at the cost of
only a limited increase in complexity compared to conventional
linear processing. In order to achieve a gain compared to the
conventional approach, either the pseudo-autocorrelation of the
observation or the pseudo-crosscorrelation between observation
and desired variable must be nonzero. An important example
for such a scenario is the transmission of real-valued data over
a complex-valued channel [4].

Linear MMSE filter based turbo equalization which combines
equalization and decoding in an iterative fashion has previously
been studied, e.g., in [8]–[10] where only the information
contained in the autocorrelation function of the observations
was employed. In this paper, we further develop the algorithm
presented in [8]–[10] by utilizing the improperness of the
ISI and exploiting the information contained in the pseudo-
autocorrelation function of the observations. In contrast to most
previous studies concerning widely linear (WL) equalization
which have been mainly confined to real-valued signals (one ex-
ception is the work presented in [5] where equalizers with WLP
were designed for complex signals which become improper by
space-time block coding), the proposed equalization algorithm
can be applied to systems with real or complex modulation
schemes without space-time coding. Section II describes how
improper ISI is utilized in the design of equalization schemes;
while in Section III, the proposed scheme is evaluated over
some static and time-varing ISI channels. The results show
that accounting for the improper nature of the ISI leads to
better performance than conventional linear MMSE equalization
schemes.

II. EQUALIZATION USING IMPROPER ISI

The transmission system under study will now be briefly
described. For a system without channel coding, the information
sequence {bn} is directly mapped into PSK/QAM symbols
{sn}, which are transmitted over a multipath frequency selec-
tive fading channel with L resolvable paths, having complex
channel gains h0, h1, . . . , hL−1. The received signal can be
expressed as

rn =
L−1
∑

l=0

sn−lhl + vn, (1)

where hl is the complex channel coefficient and is assumed
to remain constant during the transmission of one block of
data. The complex additive white Gaussian noise (AWGN) vn



with zero mean and variance N0 is assumed to be proper.
The proposed equalization algorithm works for both real and
complex signals. For simplicity, we employ BPSK/QPSK as
real/complex-valued modulation scheme in this work. However,
its extension to higher level ASK (amplitude-shift keying) and
PSK/QAM schemes is straightforward. The transmitted symbol
at time instant n is denoted as sn. For BPSK modulation, sn is
real-valued; for QPSK modulation, we denote sn = xn + jyn,
where xn, yn = ±1√

2
.

The task of the receiver is to detect the transmitted informa-
tion bits {bn} given the received observation {rn}. To this end,
we need first to detect the transmitted symbols {sn} which
are corrupted with ISI and AWGN. An equalizer is required
to reduce the detrimental effect of ISI. Here, we consider
the equalization algorithm presented in [8]–[10] and develop
an enhanced scheme by modifying the MMSE filter design
criterion and applying WLP. According to (1), the interference
canceled version of the received vector is given as [8], [9]

r′n = rn − Hs̄n = H[sn − s̄n] + vn, (2)

where rn =
[

rn rn+1 . . . rn+L−1

]T
, vn =

[

vn vn+1 . . . vn+L−1

]T
denote the received vector

and the noise vector, respectively; and r′n is the ISI canceled
version of rn. The vectors sn and s̄n are defined respectively
as sn =

[

sn−L+1 . . . sn−1 sn sn+1 . . . sn+L−1

]T
,

s̄n =
[

s̄n−L+1 . . . s̄n−1 0 s̄n+1 . . . s̄n+L−1

]T
,

where the latter contains the estimate of the interference
symbols from the previous iteration. The derivation of s̄n will
be given later on. The channel matrix is defined as

H =











hL−1 hL−2 . . . h0 0 0 . . . 0
0 hL−1 . . . h1 h0 0 . . . 0
...

...
...

0 0 0 . . . hL−1 hL−2 . . . h0











.

Note that (2) represents a decision-directed iterative scheme,
where the detection procedure at the the nth stage uses the
symbol estimates from the (n − 1)th stage. The performance
is improved in an iterative manner owing to the fact that
the symbols are more accurately estimated (meaning better
interference cancellation), as the iteration procedure goes on.
For simplicity, the iteration index is omitted, whenever no
ambiguity arises.

In order to further suppress the residual interference in r′n, an
instantaneous linear MMSE filter is applied to r′n, to obtain [8],
[9] zn = wH

n r′n, where the filter coefficient vector wn is chosen
to minimize eL

n = E{[wH
n r′n − sn]2}. Refer to [8]–[10] for

a detailed description of the conventional MMSE algorithm.
Next, we shall discuss how the performance can be improved
by applying WLP, the principle of which is not only to process
r′n, but also its conjugated version r′∗n in order to derive the
filter output, i.e., zn = ω

1
nr′n + ω

2
nr′∗n = ω

H
n yn, where ωn =

[

ω
1
n ω

2
n

]H
and yn =

[

r′n r′∗n
]T

. Substituting (2) into the
above equation yields

zn = ω
1
nH[sn − s̄n] + ω

1
nvn + ω

2
nH∗[s∗n − s̄∗n] + ω

2
nv∗

n

= ω
1
nhsn + ω

2
nh∗s∗n + wn, (3)

where h =
[

h0 h1 . . . hL−1

]T
. The decision statistic zn

in (3) contains the scaled version of the symbol sn and its
conjugate s∗n as well as the combined interference cancellation

residual and noise denoted as wn. Accounting for this changes
at the filter output zn, the cost function needs to be revised
accordingly as

eWL
n = E[|zn − sn − γs∗n|2] = E[|ωH

n y − sn − γs∗n|2]. (4)

For real-valued constellations (the symbol sn is real-valued),
γ = 1 is appropriate so that eWL

n = E[|ωH
n y − sn − s∗n|2] =

E[|ωH
n y−2sn|2]. In this case, ω

2
n = ω

1∗
n [3], [4], and therefore,

eWL
n = E[Re{ω1

nr′n} − sn] (Re{·} and Im{·} denote the real
and imaginary part of a complex variable, respectively), which
is a better cost function than eL

n = E{[wH
n r′n − sn]2}, since a

conventional MMSE filter yields a complex-valued filter output;
however, only the real part of this output is relevant for the
decision for systems with a real-valued constellation. It was
shown in [4] that eWL

n < eL
n, leading to an equalizer with

enhanced performance. For complex-valued constellations, the
role of the parameter γ (the value of which should not be 1)
will become apparent in Section III. It is worth noticing that
the conventional linear MMSE equalizer is a special case of
the WL equalizer, when ω

1
n = wH

n and ω
2
n = 0. The WL

equalizers are expected to exhibit better performance than their
linear counterparts. In particular, the conditions under which
WL estimator can yield significant improvements over linear
ones are detailed in [3]. By expanding (4), we obtain

eWL
n = E[|ωH

n y − sn − γs∗n|2] = ω
H
n Cyyωn − γω

H
n C̃ys

− ω
H
n Cys − Csyωn − γC̃∗

syωn + 1 + γ2, (5)

where

Cyy = E{ynyH
n } = E

{[

r′n
r′∗n

]

[

r′Hn r′Tn
]

}

=

[

Cr′r′ C̃r′r′

C̃∗
r′r′

C∗
r′r′

]

=

[

HVnHH + N0I HṼnHT

H∗Ṽ∗
nHH H∗VnHT + N0I

]

;

Vn = E{[sn − s̄n][sn − s̄n]H}
= diag

{[

1 − |s̄n−L+1|2 . . . 1 − |s̄n−1|2 1 1 − |s̄n+1|2 . . . 1 − |s̄n+L−1|2
]}

;

Cys = CH
sy = E{ys∗} = E

{[

r′

r′∗

]

s∗n

}

=

[

Cr′s

C̃∗
r′s

]

=

[

h

0

]

;

Csy = E[snyH ] = E
{

sn

[

r′H r′T
]}

=
[

h∗
0 h∗

1 h∗
2 0 0 0

]

;

C̃sy = E[snyT ] = E
{

sn

[

r′T r′H
]}

=
[

0 hH
]

;

C̃ys = C̃T
sy = E[ysn] = E

{[

r′

r′∗

]

sn

}

=

[

0

h∗

]

. (6)

For real-valued constellation, Ṽn = E{[sn−s̄n][sn−s̄n]T } =
Vn; for complex-valued constellation,

Ṽn = diag{[Im2{s̄n−L+1} − Re2{s̄n−L+1} . . .

Im2{s̄n−1} − Re2{s̄n−1} 0 Im2{s̄n+1} − Re2{s̄n+1}
. . . Im2{s̄n+L−1} − Re2{s̄n+L−1}]}. (7)

Equation (7) is obtained based on the fact that the real
and imaginary parts of s̄n correspond to two independent
bits, and are thus uncorrelated, i.e., E[Re{sn} Im{sn}] =
Re{s̄n} Im{s̄n}. Therefore, for each element of Ṽn

E[(sn − s̄n)2] = E{[(Re{sn} + j Im{sn}) − (Re{s̄n} + j Im{s̄n})]
2}

= E[(Re{sn} + j Im{sn})
2 − 2(Re{s̄n} + j Im{s̄n})

2

+ (Re{s̄n} + j Im{s̄n})
2]

= Im2{s̄n} − Re2{s̄n} + 2j[E(Re{sn} Im{sn}) − Re{s̄n} Im{s̄n}]

= Im2{s̄n} − Re2{s̄n}.



Denoting the log-likelihood ratio (LLR) value of sn as
λ(sn) = λ(xn) + jλ(yn) for QPSK signals, the soft estimate
of sn is computed according to its LLR value λ(sn) as

s̄n =

{

tanh(λ(sn)/2) for BPSK
tanh[λ(xn)/2]/

√
2 + j tanh[λ(yn)/2]/

√
2 for QPSK

.

At the initial stage, no priori information about sn is avail-
able, its LLR value is thus assumed to be zero. Therefore s̄n =
0, and consequently, Ṽn = 0 and the pseudo-autocorrelation
matrix is vanishing (C̃r′r′ = E[r′nr′Tn ] = HṼnHT = 0) for
QPSK signals. Note that the ISI is always improper for BPSK
modulated systems since Ṽn = Vn, and C̃r′r′ = HVnHT 6=
0 holds also at the initial stage. At the subsequent stages,
the ISI terms become improper for both real and complex-
valued constellations since C̃r′r′ is non-vanishing due to a
non-vanishing matrix Ṽn. Utilizing the improperness of the ISI
signals will consequently lead to a better performance.

Differentiating εWL
n in (5) with respect to ωn results in

∂e
∂ωn

= (Cyyωn)∗ − CT
sy − γC̃H

sy, which is set to zero to
yield the optimum vector of ωn

ωn = C−1
yy

(CH
sy + γC̃T

sy) = C−1
yy

(Cys + γC̃ys) = C−1
yy

[

h

γh∗

]

.

(8)

For the proposed WL equalizer, the augmented autocorrela-
tion matrix Cyy expressed in (6) which gives a complete second
order description of r′ is used for deriving the equalizer filter co-
efficient vector ωn; whereas for the conventional linear MMSE
algorithm, the filter coefficient vector wn is calculated using
only the autocorrelation of the observation Cr′r′ = E[r′nr′Hn ]
and the cross-correlation between the observation and desired
signal Cr′s = E[r′ns∗n], i.e., wn = C−1

r′r′
Cr′s. The pseudo-

autocorrelation matrix C̃r′r′ is implicitly assumed to be zero.
However, as analyzed earlier, C̃r′r′ is non-vanishing except at
the initial stage for QPSK signals, hence omitting C̃r′r′ would
lead to sub-optimum solutions. It is apparent from (6) that the
complexity increase by applying WLP is due to the inverse
operation of the 2L × 2L matrix Cyy; whereas a conventional
MMSE equalizer only involves an inverse operation of the L×L
matrix Cr′r′ .

Next, we explain how LLR values for xn and yn are
derived for QPSK systems based on the WL filter output so
that the interference cancellation and iterative process can be
carried out. The derivation for BPSK systems can be conducted
similarly. It was shown in [9], [10] that the MMSE filter output
zn can be well approximated as a Guassian random variable,
i.e., zn = µsn+µ′s∗n+η where η ∼ N (0, Nη). The real-valued
parameters µ, µ′, Nη can be determined by taking expectation
with respect to the interfering symbols and the channel noise

µ = E{zns∗n} = ω
H
n E[ys∗n] = ω

H
n Cys;

µ′ = E{znsn} = ω
H
n E[ysn] = ω

H
n C̃ys;

Nη = E[|η|2] = E[|zn − µsn − µ′s∗n|2]
= E{|zn|2} − µ E[zns∗n] − µ E[z∗nsn] + µ2

− µ′
E[znsn] − µ′

E[z∗ns∗n] + µ′2

= E{|zn|2} − µ2 − µ′2 = µ + γµ′ − µ2 − µ′2. (9)

The above equation holds since zn = ω
H
n y and ωn =

C−1
yy

(Cys + γC̃ys). Therefore,

E{|zn|2} = E{ωH
n yyH

ωn} = ω
H
n Cyyωn

= (CH
ys + γC̃H

ys)C
−1
yy

Cyyωn = µ + γµ′.

For QPSK signal constellation with transmitted symbol sn =
±√
2

+ ±j√
2

, it can be shown that the bit error rate (BER) can be
expressed as

Pb(γ) =
1

2

"

Q

 

µ(γ) + µ′(γ)
p

Nη(γ)

!

+ Q

 

µ(γ) − µ′(γ)
p

Nη(γ)

!#

(10)

where Q(x) =
∫ ∞

x
1√
2π

exp(−t2/2)dt is the complementary
Gaussian cumulative distribution function. Note that in the
above equation, µ, µ′ and Nη are all functions of γ as can
be seen from (8) and (9). The optimum values of γ can be ob-
tained by minimizing the Pb(γ) expressed above. However, this
minimum BER approach is not directly tractable. Alternatively,
we can resort to numerical method to choose a proper value
of γ, and the results presented in Section III indicate that the
system performance is not sensitive to the choice of γ if chosen
in the right region.

After computing the values of µ, µ′ and Nη , the conditional
PDF of the equalizer output can be obtained as

f(zn|sm) =
1

πNη

exp

(

−|zn − µsm − µ′s∗m|2
Nη

)

.

and the LLR value of xn can thus be computed as

λ(xn) = ln
f(zn|xn = 0)

f(zn|xn = 1)
= ln

f(zn|s0) + f(zn|s3)

f(zn|s1) + f(zn|s2)

≈ ln
exp(−|zn − µs+ − µ′s∗+|2/Nη)

exp(−|zn − µs− − µ′s∗−|2/Nη)
(11)

=
2

Nη

Re{(µs∗+zn + µ′s+zn) − (µs∗−zn + µ′s−zn)},

where s+ denotes the QPSK symbol corresponding to
max{f(zn|s0), f(zn|s3)}, and s− denotes the QPSK symbol
corresponding to max{f(zn|s1), f(zn|s2)} since the real part
of the symbols s0, s3 corresponds to 0, and the real part of the
symbols s1, s2 corresponds to 1. The dual maxima rule [11] is
used in (11) utilizing the fact that one term usually dominates
each sum. Similarly,

λ(yn) = ln
f(zn|s0) + f(zn|s1)

f(zn|s2) + f(zn|s3)

≈ 2

Nη

Re{(µs∗+zn + µ′s+zn) − (µs∗−zn + µ′s−zn)},

where s+ denotes the QPSK symbol corresponding to
max{f(zn|s0), f(zn|s1)}, and s− denotes the QPSK symbol
corresponding to max{f(zn|s2), f(zn|s3)} since the imaginary
part of the symbols s0, s1 corresponds to 0, and the imaginary
part of the symbols s2, s3 corresponds to 1.

III. NUMERICAL RESULTS

In this section, we compare the performance of the proposed
scheme with that of the WL MMSE and DFE equalizers intro-
duced in [4] and the iterative linear MMSE equalizer introduced
in [8]–[10]. During each Monte-Carlo run, the block size is set
to 10000 information bits, which corresponds to 5000 QPSK or
10000 BPSK symbols. The noise variance N0 and path delays
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Fig. 1. Comparison of different equalization schemes for BPSK signals in
SUI-3 channel.

as well as the complex channel coefficients are assumed to be
known to the receiver. Both time-varying and static channels are
tested. For the time-varying channel, we choose the SUI-3 fixed
wireless access (FWA) channel introduced in [12]. The channel
coefficients vary from one data block to another, however, they
are assumed to remain constant during the transmission of one
block of data. For the static channel, we use a 5-tap channel
with impulse response h[n] = (2−0.4j)δ[n]+(1.5+1.8j)δ[n−
1]+ δ[n− 2]+ (1.2− 1.3j)δ[n− 3]+ (0.8+1.6j)δ[n− 4]. The
total channel gain is normalized so that P =

∑4

n=0
|h[n]|2 = 1.

Fig. 1 shows the performance of different equalization
schemes for BPSK signals transmitted over the SUI-3 channel.
The results are averaged over at least 500 channel realizations.
The 5-tap and 10-tap WL MMSE equalizers proposed in [4]
outperform their linear counterparts by over 1 dB at BERs
between 10−2 and 10−3. The use of decision feedback can
further improve the performance since it is observed that the 10-
tap WL DFE (6 feed-forward taps and 4 feedback taps) yields
better results than the 10-tap WL MMSE. Equalizers with length
greater than 10 taps are also tested and are shown to have a
similar performance to the 10-tap equalizers. The figure also
shows that the proposed equalizer at the 3rd stage outperforms
the WL DFE by 0.7 dB at BER=10−3 (It is observed that most
of the gains are obtained at the 2nd and the 3rd stages with the
proposed iterative equalization scheme).

Fig. 2 shows the impact of the parameter γ on the perfor-
mance of the proposed equalizer for QPSK signals transmitted
over the SUI-3 channel. The curve is plotted for different values
of γ at the 5th equalization stage, and Eb/N0 is set to 20 dB.
The figure shows that the choice of γ = 1 leads to the worst
performance. This is in contrast to systems with real-valued
constellations, for which γ = 1 is appropriate. The reason is
that ω

2
n = ω

1∗
n [3], [4] when choosing γ = 1, and it can be

shown that µ = µ′ in such a case. Therefore, the filter output
becomes zn = µsn +µ′s∗n + η = 2µRe{sn}+ η, which means
the decision statistic does not contain any information about
the imaginary part of the symbol sn. Consequently, the second
bit corresponding to the imaginary part of the QPSK symbol
cannot be correctly detected. As indicated by Fig. 2, there is

2 4 6 8 10 12 14 16 18

10−3

10−2

10−1

B
E

R

γ

Fig. 2. BER as a function of γ.

a dramatic improvement in BER performance when increasing
the value of γ from 1 to 6, beyond which the performance
becomes insensitive to the choice of γ. The value of γ is set to
15 for the rest of the experiments.

Fig. 3 shows the performance comparison between the pro-
posed scheme and the iterative linear MMSE scheme proposed
in [8]–[10] for QPSK signals transmitted over the SUI-3 chan-
nel. The topmost curve represents initial stage equalization and
the bottommost curve represents the 6th stage equalization.
It takes 5 stages for both algorithms to converge. Upon con-
vergence, the proposed scheme outperforms the linear MMSE
scheme by over 4 dB at BER=10−3. Compared to the initial
equalization stage, the subsequent equalization stages achieve
much better performance. However, most gains are obtained at
the 2nd and 3rd stages. As expected, the two algorithms have
identical performance at the initial stage, since C̃r′r′ = 0 for
QPSK signalling at the initial stage, thus no improvement can
be achieved by WLP. At the following cancellation stages, the
ISI canceled signal becomes improper as shown in Section II,
and exploitation of the improperness of the ISI results in better
performance. The two schemes are compared for the 5-tap static
channel in Fig. 4. After the system reaches convergence at the
6th stage, a performance gain of 1 dB is observed by applying
WLP at BER = 10−4. As indicated by Fig. 3 and 4, the
proposed equalizer does not achieve much gain at low SNR.
This is due to the fact that at low SNR, the proper noise is
dominant; whereas the advantage of exploiting the improper
ISI becomes evident when SNR increases.

The proposed scheme can be easily extended to a coded
system to design an iterative equalization and decoding scheme
(turbo equalization) as in [8]–[10]. However, our observation is
that the use of WLP in a coded system does not lead to as much
gain as in an uncoded system for the investigated ISI channels.
The reason is that BER performance of a coded system is
much better than that of an uncoded system. Consequently, the
reliability value λ(sn) in a coded system can become very high,
leading to s̄n = tanh[λ(xn)/2]/

√
2 + j tanh[λ(yn)/2]/

√
2 ≈

±1/
√

2 ± j/
√

2. Therefore, Im2{s̄n} − Re2{s̄n} ≈ 0, and
the pseudo-autocorrelation matrix approches zero (C̃r′r′ =
HṼnHT ≈ 0), the gain obtained by WLP thus becomes small.
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IV. CONCLUSIONS

In this paper, we introduced a multistage widely linear
equalization scheme for signals transmitted over frequency
selective channels. The validity of employing WLP is justified
by observing that the residual interference after cancellation is
improper. By utilizing the improperness of the ISI canceled
signal and by minimizing a revised cost function, we have
come up with a new equalization scheme, which processes
both the original and the complex-conjugated versions of the
ISI canceled signals. The proposed algorithm is generic in the
sense that it is applicable for both real and complex signalling
formats. Simulations with BPSK and QPSK modulated systems
without channel coding are shown and the results indicate that
this approach leads to a performance that is superior to the
conventional linear MMSE equalizers at the cost of increased
complexity. Unfortunately, applying a similar procedure to a
coded system employing iterative equalization and decoding
does not yield significant performance gain.
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