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Abstract—In a wireless network, data transmission suffers researched extensively in the existing literature, we jol@v

from varied signal strengths and channel bit error rates. To an analytical explanation for the following observationsn
ensure successful packet reception under different chanheon- test-bed experiments

ditions, automatic bit rate control schemes are implemente to ] ) ) )
adjust the transmission bit rates based on the perceived cimmel « Throughput of flows in a wireless network is confined
by the ones with the lowest bit rate (i.e., the one with

conditions. This leads to a wireless network with diverse lbirates.
On the other hand, TCP is unaware of suchrate diversity when the worst channel condition), leading to low channel

it performs flow rate control in wireless networks. Experiments

show that the throughput of flows in a wireless network are
driven by the one with the lowest bit rate, (i.e., the one with
the worst channel condition). This does not only lead to low
channel utilization, but also fluctuated performance for al flows

independent of their individual channel conditions.

To address this problem, we conduct an optimization-based
analytical study of such behavior of TCP. Based on this opti-
mization framework, we present a joint flow control and active
gueue management solution. The presented channel-awaretae

utilization.

If there is one flow suffering from fluctuated channel
condition, all flows in the network exhibit highly dy-
namic behaviors, independent of their individual channel
condition which causes instability in their application
performance.

To address these issues, we investigate a joint solution
of flow control and active queue management. Although

queue management (CA-AQM) provides congestion signals for several flow control and active queue management schemes

flow control not only based on the queue length but also the o0 heen proposed in the context of wireline networks, the
channel condition and the transmission bit rate. Theoretial !

analysis shows that our solution isolates the performancefo Unique physical characteristics of wireless networks pthee

individual flows with diverse bit rates. Further, it stabili zes the following challenges which prevent the verbatim applicas

queue lengths and provides a time-fair channel allocationTest-  of the existing algorithms.

\?V?&Z);gerrl'é?;gi \t/:!:jba;tgour theoretical claims over a multrate « First, compared with wireline networks where flows only

contend at the router that performs flow scheduling (con-

tention in the time domain), the unique characteristics
of wireless networks show that, flows also compete for
shared channel if they are within the interference ranges
of each other (contention in the spatial domain).

« Second, in a wireless network with rate diversity, différen

users have different views of the wireless channel capac-

ity. Such observation raises the question of Hauness

criteria should be defined in wireless networks.

Third, under IEEE 802.11 the achievable channel capacity

Index Terms—wireless networks, flow control, active queue
management, optimization

I. INTRODUCTION

Wireless networks provide ubiquitous access to infornmatio
and computational resources, and become a popular network-
ing solution in both home, office and public areas such as
airport and cafes.

In wireless networks, the signal strength and noise level of® . )
wireless channels vary widely, especially in indoor erwiro may vary depending on the ”“mper of active users Of,the
ments, leading to diverse channel bit error rates (BER). In vylreless ne_tworks._Thls observation prevents the appllc_a-
IEEE 802.11, to reduce the BER, the sender can transmit at a tion c_)f previous active queue management schemes which
lower data rate by using a more resilient modulation scheme. €duires the prior knowledge of resource capacity.

Four different bit rate levelsl(, 5.5, 2 and1Mbps) are defined ~ To address these challenges, we present a channel-aware ac-
in IEEE 802.11 standard. Many vendors of client adaptors aH#e queue management (CAAQM) scheme. CAAQM provides
access points implement automatic bit rate control scherg@ngestion signals for flow control not only based on the gueu

in which the sender adaptively changes the bit rate baséfdgth but also the channel condition and the transmission
on the perceived channel conditions. This leads to a wiselddt rate. Theoretical analysis shows that our solution has t
network withrate diversity where competing flows within the following properties.

interference range transmit at different rates. « Performance isolation The throughput of individual

This paper studies the performance of TCP over such multi- flows only depend on their own channel conditions and
rate wireless networks. Besides the unfairness issue hvetnie BER, but not others as in the case of TCP.



o Local stability The presented joint flow control andimportantly, flow 2 also suffers from the same performance
active queue management scheme can be modelled asssability, even though it is static and enjoys a more cstesit
nonlinear system via a utility-based approach. We shaand good channel condition; (3) Only during tird¢0 sec to
that the system is locally asymptotically stable. time 260 sec, when the channel condition of flawis so bad

o Fairness At equilibrium, the system achieves proporthat its RTS signal can not be perceived at n@dend it is
tional fairness in terms of channel time, where the agirtually get disconnected, the throughput of flawgets back
gregated utility of all flows are maximized. to its normal value. Experiments on many other topologies

The remainder of this paper is organized as follows. \W&iso validate our observations.
first motivate our work by studying the performance issues In summary, the experiment result shows tbaé bad con-
of TCP over multi-rate wireless networks in Sec. Il. TheRection will drive down the performance of all TCP flows in a
we present the optimization-based theoretical framework fmulti-rate wireless networkvithout proper scheduling and/or
our flow control scheme in Sec. Ill and its channel-awafeue management support. And this observation motivates
active queue management implementation in Sec. IV. Wé to study the efficiency and stability of flow control mech-
evaluate our solution in Sec. V. Finally, we discuss relate@nisms over multi-rate wireless networks. It is worth ngtin

work (Sec. VI) and conclude the paper (Sec. VII). that besides flow control, the scheduling mechanism [1], [2]
could also be used to improve the TCP performance in this
Il. PROBLEM OVERVIEW scenario. Yet residing at a higher-level of the network lstac

solutions based on flow control and queue management require
less support from the infrastructure and are more flexible in

implementation and deployment.
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I1l. AN OPTIMIZATION-BASED FLOW CONTROL FOR
MULTI-RATE WIRELESSNETWORK

Fig. 1. Network Topology. One of the reasons for such deficiency in TCP performance
is that TCPtries to achievethroughput fairnesamong flows.

We start with an experimental study of TCP performancBhis is a reasonable concept in wireline networks, wheresflow
in a multi-rate wireless network. In the experiment, we set which share the same resource —wireline link, have the same
a three-node wireless network as in Fig. 1. At time instahcetransmission bit rates. In multi-rate wireless networkhaligh
sec, node establishes a TCP connection (flayvto node2 at the flows contend for the same wireless channel resource,
a fixed bit ratel 1Mbps. Then at tim&5 sec, node sends to they have different bit rates, thus different capacitiesttlize
node?2 (flow 1) with a varied bit rate using TCP. Initially, we the resource. Such observation suggests that we need to re-
manually adjust the bit rate of nodeat different levels (in consider the goal of flow control and resource allocation in
the sequence of 1M, 2M, 5.5M, and 1Mbps). Then at time multi-rate wireless networks, where the concepfadfnessis
instancel60 sec, we set the bit rate of nodeto automatic re-defined.
adjustment mode, then move nodeThe observed throughput In this section, we present a utility-based nonlinear opti-

of both flows and the transmission bit rate of flevare shown mization formulation for the flow control problem in wirekes
in Fig. 2. networks. The formulation follows Kelly’s congestion con-

trol model [3], yet incorporates the unique characterssté
wireless networks [4]. This optimization framework proegd

an analytical insight to the performance deficiency problem
of TCP over multi-rate wireless network, and establishes
a theoretical foundation for the active queue management
scheme that solves this problem.
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i i ) A. Problem Formulation
0 50 o= 200 250 300 We consider IEEE 802.11 based wireless networks that are
ity e it et a iferentevets |t e avtomatcaty aqsted by sem g ooy € PI0YEd N two styles, as shown in Fig. 3. In the centralized
1 wireless network, each wireless node in the wireless nétwor
communicates with a base station or an access point (AP)
Fig. 2. Instantaneous throughput and bit rate. via IEEE 802.11. In the distributed manner, a wireless node
communicates with other nodes within the transmissione@ang
From the figure, we have the following observation. (1directly. The wireless nodes in the network may experience
The throughput of both TCP flows are affected by the biiversified signal strengths and channel bit error ratestlaeg
rate adjustment of nodg, even though the bit rate of flow can adaptively change their bit rates based on the perceived
1 remains to bellbps; (2) When nodel is mobile, it channel conditions.
experiences highly dynamic channel condition, which cause Consider a set of flowg” in such a wireless network. Let
fluctuated transmission bit rate and throughput of flowlore the rate of flowf € F be z; and the bit rate of flowf be

rate (Kbps)

0




base station node

° We consider the optimization problem to maximize the

aggregated utility of all flows. Existing research has estab
T lished that such an objective would define various notions of
node1 © © e fairness and realize different TCP algorithms,when appiatg

utility functions are specified. Formally, we formulate the
flow control problem in a multi-rate wireless network as the
following non-linear optimization problem:

node 2
(a) centralized wireless network

S:
woaer @ © . @‘) maximize > cp Us(ay) 3)
\‘x\\r\l?dez R subject to Y, g—ff < Pmaz (4)
(b) distributed wireless network over 2y 20 ®)
Fig. 3. Two wireless network deployments. B. Flow Control Algorithm

We now present the algorithm to solve the above opti-
By. Then under ideal MAC scheduling as shown in Fig. 4(a?,"zat'_On problemS, and perform rate control for competing
the rates of all flows satisfy the following relation. lows in multi-rate W|rele.ss networks.l The algorithm _that we
present solves a relaxation of the origifgproblem using a
Tf penalty-based approach. The basic idea of this algorithm is
Y et @ - | enalti
By as follows. A wireless channel incurs certgianaltieswhen
feF heavily loaded. To quantify the penalty, it charges a price
to each unit channel time usage. A flofvwith rate z; will
then be charged for these penalties, quantitatively repted

Ddata of user 1 Idata of user 2 Dcontrol frame Icollision b q
y a 1iow cost

Tf

V. — 6
= == R B, ©
(a) Ideal MAC Flow f attempts to adjust its rates to maximize its net
! benefit, which is the difference between its costg—f; and
%[ B ¢ its utility Uy (zy), which is
(b) IEEE 802.11 H}E%X {Uf(a?f) — Bif (7)
Fig. 4. Channel usage in wireless network. ’
Obviously, a unique maximizer; exists when
In Eqg. (1), =L is the percentage of the channel time that
flow f uses. Eq. (1) states that the total percentage of channel d v / v
time used can not excedd E(Uf(xf) T B_f) =Uy(zy) — By 0 (8

In practice, channel time used for data transmission ca
be much less than the ideal case in an IEEE 802.11-ba
wireless network. As shown in Fig. 4(b) due to the nature
CSMA/CD protocol, besides data frame transmission, wéele dt 1 v(t)
channel can be idle, suffer collision, or transmit contrahfie. T 7( - ’7B—> )

. . y(t) Ui (xs(t)) By
Let pmee be the percentage of channel time used in data
transmission (so called maximum channel utilization). The where~ is the step size and(¢) is the channel time usage

gghe flow control algorithm can be represented in the fol-
i?wing differential equation:

the condition of flow rates can be written as follows. price which is a function of the aggregated channel time
requested by all flows,e,,
Ly
=2 vty = o( 3 2Dy (10)

By
. . er
We proceed to consider the goal of flow control in the !

multi-rate wireless network. To have a systematic studyhent ' Nis is an additive-increase, multiplicative-decreasgoal
tradeoff between the user fairess and the channel uidizat rithm, where the flow reduces its rate according to its unit
we adopt autility-based approach [5]. We associate each floffpw cost — flow price#—. The algorithm tries to equalize
f € F with a utility function Uy(zs) : Ry — PRy, which the flow price (Bif) with a target vaIueU}(xf), where its net
represents its degree of satisfaction with rate Assume benefit is maximized according to Eq. (8).

that Uy (-) is increasing, strictly concave and continuously Now we analyze the properties of the algorithm. het=
differentiable. (zf,f € F) be the flow rate vector. We first establish



the stability of the rate control algorithm given by Eq. (9)dynamics % = 'y(l — Wu(t)) [3], [6]) with
and show that it solves a relaxation of teproblem, the the presented flow control a{lgorithm in Eq. (9), we have
maximization goal of which is given by the following observation that explains the TCP perforneanc
= erm anomaly over multi-rate wireless networks. The TCP flows
F LIS with different bit rates have the same flow price, but différe
V() = Z Uy(zy) _/0 v(z)dz (11 channel time price. Thus although the flow control algorithm
of TCP will converge to the solution of utility maximization
Theorem 1 V(z) is strictly concave. Moreover, it is aProblem in the wireline network, it fails to do so in the multi
Lyapunov function for the system of the differential equati rate wireless network. In order to achieve utility maxintiaa
(9). The unique value that maximizes/(z) is a stable point @nd thus flow fairness, the transmission bit rate has to be
of the system, to which all trajectories converge. considered into the flow price.
Proof. Observe that

feEF

IV. CHANNEL-AWARE ACTIVE QUEUE MANAGEMENT
v(X;xs/By) 1z A Mgorithm

By Our penalty-based rate allocation algorithm presented in

. I . - . Sec. lll only solves aelaxation of the S problem. Clearly,
Setting these derivatives to zero identifies the maximum, closely the solution of the relaxed problem matches

Further the solution of the original constrained resource allarati

0V (x)
8If

= U}.(xf) —

av(x(t)) (13) depends on the price. In this section, we preserpriae
dt computation algorithmwhere the channel time usage prices
B Z V(xz) dxs(t) (14) are ggmputed based on the queue length and the channel
= dxg dt condition.

) As a penalty, the wireless channel price increases with the
- Z U (a?f)(l I V(Zf ZUf/Bf)) (15) !oad. The question, however, hao_vv muchthe_ price should
Up(zy) By increase, or alternatively, what is the relation betweea th
load increase and the price increase, so that the value of the
This establishes thay(z(t)) is strictly increasing with Prices lead to the global optimum at equilibrium. In preiou
t, unlessx(t) = x*, the uniquex maximizing V(x). The Wwork [7], [4], [8] that has attempted to determine such a
function V(z) is thus a Lyapunov function for the systenprice, we need to knowhow muchthe load exceeds the
Eq. (9), which establishes the result of Theorem 1. O capacity, ohow muchthe channel is under-utilized. In wireless
Now we proceed to study the result of rate allocation at tigetworks, however, the achievable channel capacity is not
equilibrium. knowna priori, and the aggregated rate in the wireless channel
Corollary 1. At equilibrium, the rate allocated to floyi can be difficult to o_btain eﬁicieqtly (e.g.,. without message
is given byz; = U};l(BL)_ WhenU; = logzy, the rates exchange). In our price computation algorithm, we propose t
allocated to any two flowfgﬂ-, f; € F satisfy the proportional use both channel measurements and queue monitor to infer

relation the relation between the traffic load and the channel capacit
Price increases when the aggregated normalized queuénlengt
xy, Ty 1 increases in the wireless network. When queue length is not
E = B_j] - (16) long enough to accurately monitor its length change, theepri

is generated based on channel measurement. Formally,Let
This result shows that (1) the rate of flofvonly depends be the queue length at the sending node of ffovirhe price

on the channel time usage price and its own bit rate. Tiegenerated according the following algorithm.

channel time price does not change with the bit rates of

individual flows. Thus the bit rate adjustment of one flow Fqr 2 Qraresn 0 e
will not affect others’ flow rates; (2) at equilibrium, the Wo vlt+1] =[] +°‘,Zf}§g/37}
rate allocation follows time fairness, when the utility @tion elsev[t + 1] = [ft] + o=t —L]*
takes the special form a&; = logzs. This result also TABLE |

provides a theoretical foundation for the notation of tibeesed
fairness [1], [2]. Further, different from existing workhat
provide time-based fairness in wireless network [1], [A]r 0
approach is distributed and involves no changes to the MACwhere « is a price adjustment parametex ( ), and
and network layer. Q:inresh 1S the threshold above which queue length change
Such an optimization-based flow control framework hasan be accurately generateBIV; is the estimated channel
been shown to be closely related to the TCP behavior — the
equilibrium structure of TCP solves the utility maximizati 1This equation implicitly assumes that the_ flows from di_ffﬁrevvireless
problem in Internet [6] (With different utility function de nodes share the same congestion signal, which holds folediog wireless

e ; ) network. For multi-hop wireless network, this equation mayhold as shown
inition for different TCP versions). Yet compared the TCRh [4].

PRICE COMPUTATION ALGORITHM



capacity from the view point of flowf, which is discussed in length, this module hooks two kernel queue management
detail in the next section. routines with our functions. In particular, it first retreev the
wireless device handiérand its queue discipline member
gdisc Then it replaces the functioenqueueand dequeueof
gdisc with two new functions that monitor the queue length
We implement our joint flow control and active queuend its changes. To provide the information of queue lergth t
management in the Linux system kernel version 2.6.5. The user space, this module usesrmdedevice/filequeuelen
software architecture is show in Fig. 5. The module also hooks up two new file handldread and
In this figure rate adaptatior(Eq. 9) is implemented at both dwrite, which operate over the system memory instead of
sender and receiver via four modules, which are responsilligk file. This approach provides low-overhead kernel aret us
for sending(or receiving) data(or feedback flow price) @ask space communication.
respectively.price computation(Tab. 1) is implemented as
several components at different levels. At the MAC level, V. EXPERIMENT RESULT
the bandwidth estimator measures the achievable bandwidtq_ lid h ; ¢ ioint i | and
(By) At the interface queue level, the monitor observes the o validate the performance of our joint flow control an

backlogged trafficq;). At the routing level, HELLO messagesqueue management solution and evaluate our system imple-

communicate the local queue information to its neighbors (?etrwt)tagolrw, we condgct e?tpert'lt;nzntthover_ al erele(sjsgaemtwlork
AP in the centralized case). estbed. In our experiment testbed, the wireless nodeBate

The measurement-based bandwidth estimation is basedTgr and G41 laptops with IEEE 802.11b Orinoco ywreless
the approach presented in [9]. It measures ouhievable adaptors. Each node uses Linux Fedora system with kernel

bandwidth of each wireless link based on its historical daﬁﬁgr;n(z)féi;:e g}gﬁlﬁjls6network is configured in ad hoc
transmission results. 9 :

B. Implementation

~—— contentions period ——

i A. Base Scenario
] 1] We first study the basic behavior of our algorithm. In the

RTS CTS  DAA ack t 7 experiment, four wireless nodes in the network are all withi
u ta the transmission range of each other; two flows with the
packet ready packet departs

same bit rate start to transmit at different time instandés

] ) o experiment result is shown in Fig. 7.
Fig. 6. Measurement-based bandwidth estimation.

5000
recv rate (f2)

As shown in Fig. 6, under the IEEE 802.11 MAC protocaol, send et (£
at time t,, when a packet from a particular wireless link —“* send et
becomes the head-of-line packee( the first packet waiting s000 |13t Q L
to be transmitted), we claim that the packetready At ’\M
time ¢4, when the link layer acknowledgment is received® “*| /’ A - Ao
the packetdeparts The transmission delay of this packet is 100
then given ast; — t., which includes a contention period.
The contention period indicates the channel bandwidth used ) 20 40 60 80 100 120 140
by packet transmissions of other wireless links within the me (se9
interference range. The achievable bandwidth observetiby t
wireless link is then calculated q?f— wherez is the size Fig. 7. Basic Scenario.
of the packet. To achieve more accurate measurement results
we use a window ofw packets to conduct the bandwidth This result shows that: (1) the instantaneous sending rate
estimationj.e., the bandwidth is estimated as-—-5—-. The and receiving rate converges even when traffic dynamically

Wt —tE
measurement-based bandwidth estimation takes into atcgoms and departs the network. The time for convergence is
the effect of physical layer interference and the inefficien within 10 seconds; (2) At equilibrium, the sending rates and
of MAC protocols, as it is based on tlsgheduling resultef throughput of both flows closely match, which means both
packet transmissions. flows share the wireless channel fairly.

To get the transmit bit rat8; of each wireless node, we use
the software librarywlib developed by HP Lab. In particular,g  pmurti-rate scenario
function iw_socketsopen returns a raw socket descriptor to
the wireless driver at the kernel. And functiom_print_bitrate
is used to get the instantaneous channel bit rate used by
current wireless adaptor.

Queue length monitor is implemented as a kernel modu
It monitors the instantaneous queue length and provides SuCothe yireless adaptor device in the Linux system is usuallyfigared to
information to the user space. To get the instantaneousequeiih1”.

te (Kbps)

>
>

[

(b) flow rates

We proceed to evaluate the performance of our algorithm in
T Iti-rate wireless networks. The first experiment is cardd

on a simple topology with one flow sending between two
'g_ptops. In the experiment, we manually set the bit rate of



‘ =—p- data packet — feedback packet —— signals

recvHello sendHello forward

:
N . Sender Receiver

_ oo | [vecheedbackj E sendMsg j sendFeedback
table J— priceUpdaﬁej E:riceAggregata
: T :

Routing

recvMsg

price )~
table

Network

MAC | ! : -~ -—

—Cowestimator }—— sonecuter ) (80211) | : : _ —_—

(a) implementation of price generation at system level (b) implementation of flow control at application level

Fig. 5. Software Architecture for Joint Flow Control and ket Queue Management.

the wireless nodéixedat different levels (in the sequence ofwhile the bit rate of flow 2 is adjusted manually in the
2M, 1M, 11M, and 5.5Mbps). The instantaneous sending asdquence of 11M, 5.5M, and 2Mbps. The experiment result
receiving rates of this flow are shown in Fig. 8. From thi&s shown in Fig. 10. From the result, we have the following
result, we see that our algorithm quickly adapts to the chanmbservations. (1) The sending and receiving rates of botisflo
bit rate adjustment, and converges to the new equilibritia raonverge withinl0 second after the bit rate adjustment of flow
allocations within10 seconds. In the second experiment, wg; (2) At equilibrium, when both flow 1 and 2 have the same
set the channel bit rate of the wireless nodeattomatic channel bit rate, these two flows share the same throughput.
adaptation mode. In this mode, the channel bit rate wilWhen their bit rates are different, the throughput of these t

be automatically adjusted based on the channel conditidlows are different. Moreover, their throughput ratio foll®

In the experiment, we move the wireless node to createttee ratio of the bit rates. This is a significant differentuies
dynamic channel condition, so that the bit rate will be adjds from the TCP behavior in multi-rate wireless networks shown
accordingly. The result is plotted in Fig. 9. From the figwre, in Fig. 2. Our experiment shows that our joint solution of
have similar observation that our algorithm quickly resg®n flow control and channel-aware active queue management well

to the channel bit rate changes. addresses the TCP performance anomaly issue, improves the
channel resource utilization, and provides proportiorzat f
5000 i rate allocation to the contending flows in multi-rate wisse
end rate —
4000 networks.
g‘ 3000 5000 T
< T v o —
£ 2000 l ! a000 Hecv rate (fg) -
1000 p/ 2 3000 A
0 0 20 40 60 80 100 120 140 160 & 2000 ’ Nl v @
< A" Y '
time (sec) 3 3 . v
- o
Fig. 8. Multi-rate scenario with one flow. S
0 0 20 40 60 80 100 120 140 160
time (sec)
e e — Fig. 10. Multi-rate scenario with two flows.
4000
:g 3000 ﬂr’J | 2
2 2000 ' \ W ﬂ ) ‘J"V VI. RELATED WORK
- ‘WN’ We evaluate and highlight our original contributions irhlig
e of previous related work.
%o 20 40 o @ w0 1 10 10 Fairness and its tradeoff between channel utilization in
me (€9 wireless network has been studied extensively in the exjsti
Fig. 9. Multi-rate scenario (mobile). literature [10], [11], [12]. However, most of these soluiso

involves changes to the scheduling algorithm at the MAC

Now we experiment on a network with two flows betweertayer. This is impractical given the wide deployment of IEEE
four laptops (the same as in the base scenario). In tl&82.11 standard and the fact that MAC scheduling algorithm i
experiment, the channel bit rate of flow 1 is fixedlaMbps, implemented in the firmware of wireless adaptors. Moreover,



the rate diversity problem has not been considered in the]
previous work. Our work addresses the fairness and channel
utilization issue at the flow level and employs a joint flow[5
control and active queue management scheme, which involves
no change to the underlying MAC protocols. And we show thal€!
our approach can be implemented in the open source Linlm
system.

There are recent studies on channel time fairness [1], [2{.3
This paper is different from and enhances the above work i ]
the following two aspects. First, it presents a theoreficah-
dation for channel time fairness and shows that proportion&]
channel time fairness maximizes the aggregated utilityllof a
flows in a multi-rate wireless network. Second, our approag¢io]
presents a distributed solution which can be easily exigénde
for multihop wireless networks. [11

The problem of optimal and fair resource allocation has
been extensively studied in the context of wireline networkl(12]
Among these works, optimization-based flow control and

] L. Tassiulas and S. Sarkar,

Y. Xue, B. Li and K. Nahrstedt, “Optimal Resource Allomat in
Wireless Ad Hoc Networks: A Price-based ApproaclEEE Tran. on
Mobile Computingvol. 5, no. 4, pp. 347-364, 2006.

] F. P. Kelly, “Charging and Rate Control for Elastic Traffi European

Trans. on Telecommunicationgol. 8, pp. 33-37, 1997.

Low, S.H.; Paganini, F.; Doyle, J.C., “Internet congest control,”
Control Systems Magazine, IEE®#0I. 22, no. 1, pp. 28-43, 2002.

Y. Xue, B. Li and K. Nahrstedt, “Price-based Resourceo@dition in
Wireless Ad hoc Networks,” ifProc. of the 11th International Workshop
on Quality of Service (IWQoS2003, pp. 79-96.

S. H. Low and D. E. Lapsley, “Optimization Flow Control:aBic
Algorithm and Convergence,IEEE/ACM Trans. on Networkingvol.

7, no. 6, pp. 861-874, 1999.

S. H. Shah and K. Chen and K. Nahrstedt, “Dynamic Banduwidt
Management for Single-hop Ad Hoc Wireless Network&CM/Kluwer
Mobile Networks and Applications (MONEWol. 10, no. 1, 2005.

T. Nandagopal, T.-E. Kim, X. Gao, and V. Bharghavan, Keving
MAC Layer Fairness in Wireless Packet Networks,” Rroc. of ACM
Mobicom 2000, pp. 87-98.

“Maxmin fair scheduling irreless
networks,” inProc. of INFOCOM 2002, pp. 763-772.

H. Luo, S. Lu, and V. Bharghavan, “A New Model For Packet
Scheduling in Multihop Wireless Networks,” Proc. of ACM Mobicom
2000, pp. 76-86.

active queue management has been shown to be an effeqlige S. Kunniyur and R. Srikant, “End-to-end congestion tcoin utility

approach to achieve distributed solution for rate allagati

functions, random losses and ECN marks,” Rnoc. of INFOCOM

(e.0.,[3], [13], [8], [14]). The optimization framework of our [14] 2000

work is similar to [3], [8], [13], which reflects the relation
of the demand and the supply of resources. Nevertheless,
the fundamental differences in contention models between
wireless and wireline networks deserve a fresh treatment to
this topic. As we have emphasized, these resource allocatio
strategies employed in the wireline network may not be agpli
directly in the context of wireless networks due to the ueriqu
characteristics of the shared wireless channel. This wisdk a
enhances our previous work on resource allocation in végele
networks [4] by considering the rate diversity phenomenon
and providing a Linux-based system implementation.

VIl. CONCLUDING REMARKS

This paper investigates the problem of TCP performance
anomaly issue over multi-rate wireless networks. It presen
an optimization-based framework for flow control in mubite
wireless networks. This framework provides analyticalghs
to the performance anomaly problem of TCP and establishes
a theoretical foundation for a joint flow control and active
gueue management scheme that solves this problem. The

Richérd J. La and V. Anantharam, “Utility-based ratentrol in the
Internet for elastic traffic,”lEEE/ACM Trans. on Networkingvol. 10,
no. 2, pp. 272-286, 2002.

presented active queue management scheme operates based on

channel conditions as well as queue lengths. Testbed experi
ments are conducted on a Linux-based system implementation
The results show that our approach well addresses the TCP
performance anomaly issue, improves the channel resource
utilization, and provides proportional fair rate allocatito

the contending flows in multi-rate wireless networks.

REFERENCES

[1] S. Shah, K. Nahrstedt, “Price-based Channel Time Atiocain
Wireless LANs,” inProc. of 2nd International Workshop on Mobile
Distributed Computing (MDC 2004) in conjuction with ICDQ804
2004.

Godfrey Tan and John Guttag, “Time-based fairness iwvgsgperfor-
mance in multi-rate wlans,” ifProc. of USENIX'04 2004.

F. P. Kelly, A. K. Maulloo, and D. K. H. Tan, “Rate Controhi
Communication Networks: Shadow prices, Proportional riesis and
Stability,” Journal of the Operational Research Socjetyl. 49, pp.
237-252, 1998.

(2]
(3]



