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Abstract—[] In this paper, pilot-assisted transmission over in [12], [13] where an analytical approach to the design of
GaUSS-_MafkﬁV Rayleigh lfadir_llg Chr?lnne||5_ is ConSid_efeg- Asiple  PATs is presented. [6] has shown that the data rates are
scenario, where a single pilot signal is transmitted everyl’ T o ; ; ;
symbols and T — 1 data symbols are transmitted in between (rjna:xmltzed by_F:rlodlcallytemlbeddlng thIOt dsyfmb?lls |nt(]3 th;et
the pilots, is studied. First, it is assumed that binary phas-shift ata s re_am' e amount, placemen ' an raf: 1on ot pilo
keying (BPSK) modulation is employed at the transmitter. Wih ~ Symbols in the data stream have considerable impact on the
this assumption, the training period, and data and trainingpower  data rate. The more pilot symbols are transmitted and the mor
allocation are jointly optimized by maximizing an achievalle rate  power is allocated to the pilot symbols, the better estiomati
expression. Achievable rates and energy-per-bit requirents are quality we have, but the more time for transmission of data is

computed using the optimal training parameters. Secondly,a . o
capacity lower bound is obtained by considering the error in missed and the less power we have for data symbols. Hassibi

the estimate as another source of additive Gaussian noisenca and Hochwald [10] has optimized the power and duration
the training parameters are optimized by maximizing this laver ~ of training signals by maximizing a capacity lower bound in
bound. multiple-antenna Rayleigh block fading channels. An oiexw

l. INTRODUCTION of pilot-assisted wireless transmission techniques isgted

- . .. in
One of the key characteristics of wireless communlcatlons[

that ¢ v i : ¢ desi q ¢ ~In [2], considering adaptive coding of data symbols without
at most greatly impact system design and per Ormanceré%uiring feedback to the transmitter, Abou-Fayetl al.

the time-varying nature of the channel conditions, expeeel studied the data rates achieved with pilot symbol assistad m

due to mobility and changing physical environment. This h%ﬁation (PSAM) over Gauss-Markov Rayleigh fading channels

led rr_lainly to three lines of wo_rk in the performance analys B this paper, the training period is optimized by maximigin
Ef wireless gy(sjte_mst.h A ;:o;ad?rable af“"“f;]‘. zf tﬁﬁort r:ff'ﬁinachievable rates. The authors in [4] also considered pil
een expended In he study of cases in whic € per bol-assisted transmission over Gauss-Markov Rayleigh

char!nel state mformaﬂon (CSI) is a§sumed to be ayalla% annels and analyzed the optimal power allocation among
at either the receiver or the transmitter or both. With th

. . . §ata symbols while the pilot symbol has fixed power. The
perfect CSI available at the receiver, the authors in [14] Ahave ghown that the pgwer }éistribution has g decreasir):g

[15] studied the <_:apacity of f_adir_lg channels. The (_:apadity Character with respect to the distance to the last sent pihat
fading channels is also studied in [16] and [17] with perfe%at data power adaptation improves the rates. The authors i

CfSI atkbr?th the rzcew;zrf ar:df tg_e transr:;}tt.ter. A sgcond I considered a similar setting and analyzed training powe
ot work has considered fast facing conditions, and assum aptation but assumed that the power is uniformly disteitbu

that neither the receiver nor the transmitter is aware of tg?nong data symbols
channel co_nd|t|0r_1$ (see e.g., [5], [7], [8]). On the othendva In this paper, considering that no prior channel knowledge
most practical wireless systems attempt to learn the channe_ . : .

L . . IS available at the transmitter and the receiver, we focua on
conditions but can only do so imperfectly. Hence, it is Ofagretime-varying Rayleigh fading channel. The channel is medel
interest to study the performance when only imperfect CSI '

iS
available at the transmitter or the receiver. When the célann

by a Gauss-Markov model. Pilot symbols which are known
. o . . . by both the transmitter and the receiver are transmitteti wit
is not known a priori, one technique that provides imperfe¢ . . ) .
. . ) X . .~ "4 period of T' symbols. In this setting, we seek to jointly
receiver CSl is to employ pilot signals in the transmission t_ _©.~ . ) . o
: optimize the training period, training power, and data powe
estimate the channel.

Pilot-Assisted Transmission (PAT) multiplexes knownreai allocation by maximizing achievable rates.

ing signals with the data signals. These transmissionesfied

and pilot symbols known at the receiver can be used for
channel estimation, receiver adaptation, and optimaldiego  We consider the following model in which a transmitter and
[1]. One of the early studies has been conducted by Caverseceiver are connected by a time-varying Rayleigh fading

T . channel,
This work was supported in part by the NSF CAREER Grant CCF-

0546384. yr = hpxp +n, k=1,2,3,... (1)

Il. CHANNEL MODEL
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wherey;, is the complex channel outputy, is the complex Now, we can express the fading coefficients as
channel inputh;, andn, are the fading coefficient and additive he =7 4T

. ) k= hi + hy (7)
noise component, respectively. We assume thatand ny N
are independent zero mean circular complex Gaussian randehere k. is the estimation error. Consequently, the input-
variables with variances;? ando?, respectively. It is further output relationship in the data transmission phase can be
assumed thaty, is independent of., andny. written as

While the additive noise samplés; } are assumed to form
an independent and identically distributed (i.i.d.) sewee A ~
the fading process is modeled as a first-order Gauss-MarKéote thath, andhy, for [T < k < (I + 1)T are uncorrelated
process, whose dynamics is described by zero-mean circularly symmetric complex Gaussian random

variables with variances

Yk = hywy + e+ IT<k<(+1T—1. (8)

hy =ahr_1+z 0<a<l, k=1,23,..., (2 Poot
2 _ tYh (O[kflT)27 (9)
where {z;}'s are i.i.d. circular complex Gaussian variables b Poji + 02
with zero mean and variance equal todqd}o7. In the above and
formulation, o is a parameter that controls the rate of the .
channel variations between consecutive transmissions. Fo o2 = o2 — Pyo, (O/c—lT)Q (10)
instance, ifa = 1, fading coefficients stay constant over b 4 Pio} + 03 7

the duration of transmission, whereas, when= 0, fading respectively.
coefficients are independent for each symbol. For bandwidth
in the 10kHz range and Doppler spreads of the order of 100
Hz, typical values for are between 0.9 and 0.99 [2].

IV. OPTIMAL POWERDISTRIBUTION AND TRAINING
PERIOD FORBPSK SGNALS

A. Problem Formulation
l1l. PILOT SYMBOL-ASSISTEDTRANSMISSION In this section, we consider that binary phase-shift keying

We consider pilot-assisted transmission where periogiica(BPSK) is employed at the transmitter to send the infornmatio
embedded pilot symbols, known by both the sender and thEce our main goal is to optimize the training parameters
receiver, are used to estimate the fading coefficients of tAgd identify the optimal power allocation, BPSK signaling
channel thereby enabling us to track the time-varying cinniS adopted due to its simplicity. In the" symbol interval,

We assume the simple scenario where a single pilot symda¢ BPSK signal can be represented by two equiprobable
is transmitted everyl’ symbols while7 — 1 data symbols POints located atry 1 = \/FPa andzy s = —\/Fa on the
are transmitted in between the pilot symbols. The followingPnstellation map. Note that; ;. is the average power of the

average power constraint, PSK signal in thek! symbol interval. In this interval, the
input-output mutual information conditioned on the value
(+1)T-1 e A
1 is given by
= > E[mf]<P 1=0,1,2,..., ©) .
T = I (s yelyir = yir) =
is imposed on the input. Therefor_e, _the total average power — %/pym(ymyl)logwd
allocated to pilot and data transmission over a duratiofi’ of Py (y)
symbols is limited byPT. 1 / 1 Pyl (Y|Tk,2) p 1
Communication takes place in two phases. In the training + 2 Ponfer (Ylr,2) 108 Dy, (V) Y (11)

phase, the pilot signal is sent and the channel output ingiMgnere

b ~
' yr =i/ Pe+mr 1=0,1,2,3 4 »p (yx|zr) = ! exp —lyx — Pyl
= t =0,1,2,9,... v x, (1 =
k| X (02 Jaif? + 03) o2 Jui2 + 03

where P, is the power allocated to the pilot symbol. The
fading coefficients are estimated via MMSE estimation, whic@d

rovides the following estimate: 1 1
P g Py, (yk) = ipyklmk (y|$k,1) + Epyk\zk (y|xk,2)-

~ 2 . . . . .
hip = —~ 5toh ST (5) We consider the following achievable rate expression, Wwhic
Pioj, + oy acts as a lower bound to the channel capacity:
Following the transmission of the training symbol, datan$ra 1 (I+1)T—1
mission phase starts affd— 1 data symbols are sent. Since a j, (T,P;,Py) = F | = Z Ie(@r; yelyir = yir)
single pilot symbol is transmitted, the estimates of thenfgd k=T +1
coefficients in the data transmission phase are obtained as (12)
follows: (141)T—1
1
~ VPo?P == Y ElL(zeiyelyr = yir)] (13)
hk = W « yir T <k S (l + 1)T —1. (6) T k=I1T+1
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Fig. 1. Achievable data rates vs. training peribdor o = 0.99,0.90,0.80, Fig. 2. Optimal power distribution among the pilot and datenbols when
and0.70. SNR = L. = 0dB a = 0.99 and SNR=0dB. The optimal period B = 23.
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where the expectation is with respect ggr, and y; is a
realization of the random variablgr. Note that the achievable
rate is expressed as a function of the training periadhower
of the pilot signal,P;; and the power allocated 6 — 1 data
symbols transmitted in between the pilot symbols, which
described by the following vector

Py =[Py, Pi2, s Par—1]. (14)
Our goal is to solve the joint optimization problem
(T, P}, Py) = arg S Ip(T P, Pg)  (15)

Power Allocated to Pilot and Data Symbols

P+ Py <PT

and obtain the optimal training period, and optimal data at

pilot power allocations. Since it is unlikely to reach tos#al- 0 1 P_|2t dD3t ., 5 6
. . ot an ata mbols

form solutions, we have employed numerical tools to soh Y

(3).

Fig. 3. Optimal power distribution among the pilot and datenBols when
B. Numerical Results a = 0.90 and SNR=0dB. The optimal period & = 7.

In this section, we summarize the numerical results. Figure
plots the data rates achieved with optimal power alloaatio
as a function of the training period for different values oway from the pilot symbol, are allocated less power since
a. The power level is kept fixed aP = o2 = 1. It is channel gets noisier for these symbols due to poorer channel
observed that the optimal values of the training peridd, estimates. Moreover, comparing Fig. 2 and Eig. 3, we see that
are 23, 7, 4, and 4 forx = 0.99,0.90,0.80, and 0.70, having a longer training period enables us to put more power
respectively. Note that the optimdl and optimal data rate on the pilot signal and therefore have better channel estgna
are decreasing with the decreasingrhis is expected becauseWe also note that ify is small as in Figl13, the power of the
the faster the channel changes, the more frequently thé piiata symbols decreases faster as they move away from the
symbols should be sent. This consequently reduces the daitat symbol. From these numerical results, it is eviderat th
rates which are already adversely affected by the fast éghgnga greatly affects the optimal power allocation and optimal
and imperfectly known channel conditions. Figutés 2 Bhd B. Fig.[4 gives the power distribution whem = 0.90 and
are the bar graphs providing the optimal training and daifa= 23. Note this value of the training period is suboptimal.
power allocation when the training period is at its optimalhe inefficiency of this choice is apparent in the graph. &inc
value. In the graphs, the first bar corresponds to the powhke channel is changing relatively fast and the quality &f th
of the training symbol while the remaining bars provide thehannel estimate deteriorates rather quickly, only halfhef
power levels of the data symbols. We immediately obserawailable time slots are used for data transmission, |gaftin
from both figures that the data symbols, which are fartharconsiderable loss in data rates.
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In systems with scarce energy resources, energy requirec 80
send one information bit, rather than data rates, is a daita
metric to measure the performance. The least amount or
normalized bit energy required for reliable communicagior 60
is given by 3
K 50
E SNR £
£ 40
b 2 (16) S
Ny C(SNR) 30l
whereC'(SNR) is the channel capacity in bits/symbol. In oul 21
setting, the bit energy values found from 10}
-5 0 5 10 15
Ly _ SNR (17) SNR dB

No  I.(T* Pr,P})
Fig. 6. Optimal training period T vs. SNR fer = 0.99, 0.90, 0.80, 0.70.

provide an upper bound on the values obtained filorh (16), and
also gives us indications on the energy efficiency of theesgst
Fig.[  plots the required bit energy values as a function ef th
SNR. The bit energy initially decreases as SNR decreases and
achieves its minimum value at approximately SNR-5.5 Recall that the input-output relationship in the data trans
dB below which the bit energy requirement starts increasin@ission phase is given By
Hence, it is extremely energy inefficient to operate below 7 5 .
SNR= —5.5 dB. In gen)éral, ogg needs to operatre)z atlow SNR /¥~ Puze + oo e k=12, T -1 (18)
levels for improved energy efficiency. From Higj. 6, whichtplo In the preceding section, we fixed the modulation format and
the optimal training period]’, as a function of the SNR, we computed the input-output mutual information achievechim t
observe thafl" increases as SNR decreases. Hence, trainiolgannel[(IB). In this section, we pursue another approaich ak
is performed less frequently in the low SNR regime. . # that in [10]. We treat the error in the channel estimate as
provides the pilot and data power allocation when SNR another source of additive noise and assume that
—7dB, o = 0.99, andT = 65. It is interesting to note that
althoughT is large, a considerable portion of the available

time slots are not being used for transmission. This apProag ;ero-mean Gaussian noise with variance
enables the system to put more power on the pilot symbol and

V. Low COMPLEXITY TRAINING OPTIMIZATION

W = TLka + ng (19)

nearby data symbols. Hence, although the system trains and ofuk = cr%de,k + 02, (20)
transmits less frequently, a more accurate channel estimat
obtained and used in return. 2t is assumed that a single pilot signal is transmitted: at 0.
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where Py, = E[|jz|?] is the average power of the Symbolresults if we seek to optimize the upper bound

zp ando? is given in [I0). Since the Gaussian noise is the 1 Tt o2 Py
worst casé noise [10], the capacity of the channel =Y E|log |14+ ———¢f (25)
, T &= crEdeyk +02
-~ T—-1 2 P
Yy = hpxr +wr k=1,2,... (22) 1 07 Fdk
< = 1 1+ 52— 26
_T;;()g +0%Pd,k+0% ) (26)
is a lower bound to the capacity of the channel giver{id (18). _ o * _ _ _
An achievable rate expression for chanfel (21) is which is obtained by using the Jensen’s inequality and gotin
that E[|€]?] = 1. In this case, the optimization problem
1 T2 N becomes
Tworst = I%l%)f 2In)fciX T Z I, (xk; yklhk) (22) 1 T—1 0% Pd,k
TUE(xPI<PT-P k=1 — 1 14 2 27
T-1 ThPs T Z e\t Pik + o3 @7
1 ~ SST-1pyp,,<pT K1 he "
= max max — Z max  Ix(xk; yrlhe) k=12t R
TP, P, T Z -1 02 Py
Py >0 Vk k=1 E(|zx|*|<Pak _ max ilog H 1+ h~ @
SI=) Pax<PT—P, TP Py T Pt o Pyp+o2 ) )"
= k

(23) STl P Py <PT

02 Pyr (28)
h El
log <1 + mlﬁlzﬂ - Since logarithm is a monotonically increasing functione th
by " optimal training and data power allocation for fixédcan be
(24) found by solving

T—1
1
= max —E E
T,P;,Pg T Pt
Srol PPy <PT YT

T-1 2
In 22), x = (21,22,...,27—1) denotes the vector df — 1 s 11 <1 n Th Lk ) . (29)
input symbols, and the inner maximization is over the spdce o oy ProPa U%kpd,k + 02

joint distribution functions ok. (23) is obtained by observing 2ok PrtFarsPT
that once the data power distribution is fixed, the maxinizat Itis very interesting to note that the optimal power disitibn

over the joint distribution can be broken down into separateund by solving [(ZB) is very similar to that obtained from
maximization problems over marginal distributiorls.](2d) f (I5) where BPSK signals are considered. Fidure 9 plots the
lows from the fact that Gaussian input maximizes the mutuathievable data rates as a function of training period when
informationI(zy; yx|hx) when the channel in consideration iBPSK signals are employed for transmission. Hence, the data
(21). Note that in[(ZK4)¢ is a zero mean, unit variance, circularates are computed using_{12). In the figure, the solid line
complex Gaussian random variable, and the expectationst®ows the data rates achieved with power distribution found
with respect to. We can again numerically solve the abovérom (I3) while the dashed line corresponds to rates actiieve
optimization and Fig[]8 plots the achievable data rates withith power allocation obtained froni_(R9). Note that both
optimal power allocation as a function @ffor different values curves are very close and the training period is maximized
of a when SNR=5dB. An even simpler optimization problenat approximately the same value.

k=1
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Fig. plots the achievable rates for BPSK signals as[a]

function of the parametew for 7' = 6 and 10. The power
distribution is again obtained from both {29) anind](15). W,
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again recognize that the loss in data rates is negligiblenwhe

(29) is used to find the power allocation.

VI. CONCLUSION

We have studied the problem of training optimization

in pilot-assisted wireless transmissions over Gauss-dlark

Rayleigh fading channels. We have considered a simple sce-

nario where a single pilot is transmitted evérysymbols for
channel estimation an@” — 1 data symbols are transmitted

in between the pilot symbols. MMSE estimation is employed

to estimate the channel. We have jointly optimized the train

ing period, T, and data and training power distributions by
maximizing achievable rate expressions. We have provided
numerical results showing the optimal parameters, power
distributions, and maximized achievable rates. We have als
studied the energy efficiency of pilot-assisted transmissby
considering the energy-per-bit requirements.
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