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SINR Analysis of Opportunistic MIMO-SDMA
Downlink Systems with Linear Combining

Man-On Pun, Visa Koivunen and H. Vincent Poor

Abstract— Opportunistic scheduling (OS) schemes have been The SDMA-based OS in [9] was originally developed for
proposed previously by the authors for multiuser MIMO-SDMA  systems with single-antenna MTs. For MTs with multiple
downlink systems W|th_ Im_e_ar combining. In part_lcular, it h as been receive antennas, [9] proposes to let each antenna congpete f
demonstrated that significant performance improvement can its desired b if it individual MT. A It
be achieved by incorporating low-complexity linear combiring Its aesire _eam _as mitwere ar_1_|n VI _ua - AS a resul,
techniques into the design of OS schemes for MIMO-SDMA. €ach beam is assigned to a specific receive antenna of a chosen
However, this previous analysis was performed based on théfec-  MT. Since signals received from the undesignated anteninas o
tive signal-to-interference ratio (SIR), assuming an inteference- 3 chosen MT are discarded, this leads to inefficient utibrat
limited scenario, which is typically a valid assumption in DMA- of multiple receive antennas. In [4], various linear conitin
based systems. It was shown that the limiting distribution techni loiti . | ! d by all .
of the effective SIR is of the Frechet type. Surprisingly, tle echniques exploiting signais recelve_ ya r_ecelve IAMEAS
corresponding scaling laws were found to followelog K with ~Wwere proposed. The enhanced effective SINR is employed as a
0 < € < 1, rather than the conventional log log K form. scheduling metric. Both analytical and simulation resing}]
~ Inspired by this difference between the scaling law forms, have demonstrated that the system sum-rate performance can
in this paper a systematic approach is developed to derive e gignificantly improved by using such combining technigue

asymptotic throughput and scaling laws based on signal-to- For instance, the optimal combining technique can provide
interference-noise ratio (SINR) by utilizing extreme valie theory. ’ p g a P

The convergence of the limiting distribution of the effective SINR  Over 40% sum-rate improvement compared to the selection
to the Gumbel type is established. The resulting scaling law combining technique fod/ =4 and N = 2 [4].

is found to be governed by the conventionalloglog K form. The theoretical analysis in [4] has been conducted based
These novel results are validated by simulation results. Té on SIR, assuming an interference-limited environment. The

comparison of SIR and SINR-based analysis suggests that the . . o . .
SIR-based analysis is more computationally efficient for SPA- resulting scaling laws have a distinctive form, kéog K with

based systems and it captures the asymptotic system perfoance 0 < € < 1, which is very different from the conventional
with higher fidelity. form loglog K derived based on signal-to-noise-ratio (SNR)

[10] or SINR [8], [9] in the literature. Similar results have
been independently developed for multicell systems inIf2].
Opportunistic scheduling (OS) has recently attractedidensthis work, we introduce a systematic approach for deriving
erable research interest as a promising technique to irepressymptotic throughput and scaling laws using SINR. The
system throughput by exploiting multi-user diversity witlhroposed approach stems from extreme value theory [3]. We
limited channel feedback [10]. Generally speaking, en@ti prove that the cumulative distribution functions (CDFs)ué
OS schemes can be classified into two categories, nameffective SINR obtained with linear combining convergette t
the time-sharing (TS) [10] and space-division multipleesse Gumbel-type limiting distribution. Furthermore, we shdvat
based (SDMA)-based [9] OS schemes. In TS-OS, only thige SINR-based scaling laws for the proposed opportunistic
mobile terminal (MT) with the best instantaneous channgeamforming and scheduling schemes follow the converitiona
conditions is scheduled in one slot, regardless of the nuwtbe Joglog ' form. Through comparison between the SIR and
beams employed by the base station (BS). In contrast, SODMBHNR-based analysis, it is argued that the SIR-based asalys
based OS serves multiple MEsmultaneously with multiple  is more computationally efficient for SDMA-based systems,
orthonormal beams in each slot. Denote h§ and N the and subsequently more effective in capturing the high+orde
number of transmit and receive antennas, respectivelyadt lhehavior of the asymptotic system performance. To make
been shown recently that the sum-rate of SDMA-based @8Smparison with our previous SIR-based analysis reported i
grows linearly withA/ whereas that of TS-OS increases only4], we concentrate on a practical system with = 4 and
linearly with min(M, N) [8]. In addition to the more rapidly N = 2 in this work. However, it should be emphasized that the
growing scaling law, SDMA-based OS is particularly attiet analysis can be easily generalized for systems with arpitra
for practical systems with stringent latency requirements )7 and N.
Notation Vectors and matrices are denoted by boldface
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Il. SIGNAL MODEL I1l. OS WITH LINEAR COMBINING

In this section, we briefly review the beamforming and

Feedback Tink ] scheduling schemes for MIMO-SDMA systems with linear
K»E SINR combining techniques proposed in [4]. As shown in Fig. 1, in
S| [Lexetaon the beginning of a time slot, each MT evaluates the effective
: |8 % SINR for each beam by linearly combining the received signal
Base station v § Data with one of the following three combining techniques, namel
Y [1= | detection selection combining (SC), maximum ratio combining (MRC)
B LY Mobile terminal #/ and optimum combining (OC) before returning the informatio
ﬁé Y : about M effective SINRs to the BS. Note that OC performs
i : Mobile terminal #K active interference suppression by exploiting the interiee
jiﬁ 2| Daa structure, whereas MRC and SC simply intend to amplify the
Data Buffer Beamfomer £ || detection desired signal. It will be shown later that this charactaris
§ { interference-suppression feature of OC enables the sthgdu
g sk scheme with OC to considerably outperform those with SC
3 ||evaluation and MRC.
Feedback link | Upon receiving the effective SINR information from all

MTs, the BS schedules and starts data transmission to rieultip
MTs with the largest effective SINRs on different beams
until the end of the current time slot. At each chosen MT,
received signals from all antennas are linearly combinétgus
We consider the opportunistic MIMO-SDMA downlinkone of the above linear combining techniques, followed by
system depicted in Fid.]1 where the BS is equipped wittata detection. It is worth noting that the probability of
M transmit antennas and each of tReMTs hasN receive awarding multiple beams to the same MT is rather small, as the
antennas withN < M. Let {a,;m=1,2,---,M} be a numberof MTs is large. Furthermore, recall that the minimum
vector set containing/ orthornormal beamforming vectorsmean squared error (MMSE) and zero-forcing (ZF) receiver
of length M. We focus on a particular time slot during whichstructures for MIMO receivers amount to combiners using OC
a beamforming vector sefa,,} has been chosen from aand MRC for each beam, respectively. As a result, for an MT
common codebook shared by the BS and MTs. During tlessigned with multiple beams, it can focus on one assigned
p-th slot, the transmitted signal can be expressed as beam at a time using the chosen combining technique while
regarding all other beams as interfering sources.

Fig. 1. A block diagram of the opportunistic MIMO SDMA downk system
under consideration.

M
2(p) =Y amsm(p) = As(p), 1) IV. SINR ANALYSIS
m= Define ~} = max(Vim,Y2.m, " s YK,m), fOor m =
where A = [a1, a3, -+, ay/] is the unitary beamforming ma-1,2,---, M. Assuming~,., for & = 1,2,---, K, are i.i.d.
trix with A¥ A = I, ands(p) = [s1(p), s2(p), - -, sa(p)]”  with CDF Fx (), the resulting average system throughput can
with E{ |s,(p)]>} = 1 is the data vector transmitted in thebe computed as [9]:
p-th slot. The corresponding received signal by thth MT M
can be written as C = E { Z log (1 + %’;1)}
m=1
yr(p) = Vo Hi(p)z(p) + ni(p), )

M/ og(1+2) d[Fx@)]<. @3

where Hy, is the channel gain matrix between the BS and 0

the k-th MT with independent and identically-distributed In the following, we first deriveFx(z) based on dif-

(i.i.d.) Rayleigh-distributed complex entries. Furtheme, the ferent linear combining techniques before establishirgjrth

noise termng(p) is modeled asCA (0,Iy) and p, is corresponding limiting distributions, i.%lim [Fx(2)]". By

a constant related to the average received SNR given &yploiting the limiting distributions, we derive the asytoiic

E {pk | H . (p)w(p)HQ} = pM. throughput and the corresponding scaling laws. In the deque
To keep our following analysis tractable, we concentraie focus on a practical system with/ = 4 and N = 2.

on a homogenous system with, = p in this work. For However, it has been shown in [5] that the analysis can be

notational simplicity, we drop the temporal indexin the easily generalized for systems with arbitravy and N.

sequel. Furthermore, we refer to the SINR obtained by ligear , .

combining signals from all receive antennas as dffective ~ Selection Combining (SC)

SINR in order to distinguish it from thesbserved SINR We begin with the selection combining. Denote bythe

without combining. maximum of the two SINR values of theth beam perceived



T

by the two antennas at thieth MT. The CDF ofx can be let 2 = ¢ "% and £ = exp (b5/a%). We havez =
derived based on the results in [9] and reads sc

—a%¥Inz and do = — % dz. Thus, [I1) can be rewritten as
e~x/p 1 —z:€ (s0)
F§x) = l1 . (4) S0 4 [ le ™ axy 12
(1—|—:c)3 In2 Jy 1-aPnz =2 “ (12)
. .. (SC) . . 4 _ —2¢ (SC)
Differentiating F'y"’(x) with respect tox, we can obtain _ 4 ¢ l—e K gy
the corresponding probability density function (PDF). ~ In2 1-aPnz) =z
—z/p 14+ 2)le=®/p 4 30—/ 1 (sc)
18%) =2 [1 S )”(1 g ® = (13)
(1+x) x 4 (1-dx’Inz)z
It is straightforward to show thaF(SC)(:z:) and f§?C)(x) The limit of the first term on the right-hand-side (R.H.S)
satisfy the following equation of (I3) becomes negligibly small a}gim — = 0 while the
—00
R F)((SC)(;C) limit of the second term can be computed by exploiting the
un S9) =p>0, approximation ofa%;” ~ p as follows

which is the necessary and Is(ufficient condition for the lim- . %/1 : af({:;ciz — Jim 4log (b9). (14)
iting distribution of[ FEO )} being of the Gumbel type ~ * 71 (1-afmz)z  Kow
[3]. ConsequentlyFyx , (z) = [Fx (x)]K converges to the  Thus, the corresponding scaling law is given by

following Gumbel-type distribution [3]. C(SC) as)
FEO (a0 +68) =", 220 () K=o Alog (K)
or equivalently, In particular, forp = 1, we can approximaté;” anda(” as
s b ~ 2K —2In(1+n2K), (16)
(s0) e AR W~ 1 (17)
FX(K) ( ) e I} X Z 07 (8) K - ’
respectively.

where a§? and b7 are normalizing factors affecting the ) ]
shape and location of the limiting distribution, respeeiv Subsequently, the scaling law can be written as follows.
From extreme value theory(sc) can be computed from the C(SC)

characteristic extreme dfl(4) as [3] L TTog (2K — 2 (1 T 2K)) =1, (18)
1

1-— F)((SC)(b(}S{C)) =% (9) which stands for a typical scaling law in theglog K form.
Since [9) is an exponential-linear equationbgif’ it is non- B. Maximum Ratio Combining (MRC)

trivial to obtain the exact solution 06 in closed form.  The effective SINR obtained with MRC can be expressed as
Fortunately, sincel — FS? monotonlcally decreases froma ratio of two random variables given hy= 1/p+y where

1 to 0 whereasl/K € [1 0) for K = 1,2,---,00, there 2 andy are x? distributed random variables withN and
always exists a unigue solution ¢fl (9). Thus we can resort 2d/ — 2 degrees of freedom corresponding to the instantaneous
numerical methods to compute the numerical solutioh@f signal power of the desired signal and the interfering digna
It should be emphasized that- F(SC’ (b%9) tends tol as K respectively. In particular, fod/ = 4 and N = 2, we have
approaches infinity, which implies th&)‘? )increases withic.  [6], [7]

Furthermorea$® can be obtained from solving the follow- . . a
ing lti;quatlon & | e " MRO) () = —° r 4 Dze v 4 Lawe v (19)
X PU+ap  plta)t | (Atap
P = F‘SC) ! (1 — Ki) — b (10) and the corresponding CDF can be expressed as
&
—x/p —x/p —x/p
Similar to b¢°, we can show that there always exists a uniqueF)((MRC)(a:) —1- 5 — e 5 — swe 1~ (20)
solution ofa(sc’ Therefore, the numerical solution af can 1+2)" p(A+z)” (1+2)
be found by resorting to numerical methods. It can be shown that
Finally, the throughput obtained with SC can be computed 1_ F(MRC)(x)
by substituting[(B) into[(3) and reads lim X =p>0. (21)

e e

CSC) —

amc a P . . . (MRC) K
4 [P 1—e € K 'K Therefore, the limiting distribution O{FX (:v)] is also
2 / 1+ = dz. (11 of the Gumbel type.



Following similar steps as in the previous section, we have

»(MRC)
*WJralr\(nRC)
4 [C1l—ec ¥ K
CMRO) = — / dr. (22
In2 J, 1+ v (22)
and WRO)
¢ (23)

U Tog (00F9) — 1

where a{F° and b7 are the corresponding normalizing

factors. In particular fop = 1, we can show that

V9 ~ 3K -2In(1+mhkK), (24)
a? o~ 1 (25)
and the scaling law has the followirgg log K form.
g
=1 =1.  (26)

i
K3%0 4log (In3K — 210 (1 + InK))

C. Optimal Combining (OC)

The CDF of the effective SINR obtained OC usiig
receive antennas in the presenceléf- 1 interfering sources
has been derived in [1]. Fobr/ 4 and N = 2, the
corresponding CDF takes the following form.

e_I/P 3xe_w/p xe_m/p
(1+2)° (1+2)° p(+a)

and the corresponding PDF is

FOz) =1 - (27)

37

Ieiz/p
(28)
. . 1—F§?C)(:v) I o
Since lim —=5———= = p > 0, the limiting distribution

Tr—00

of [F§§’C>(x)
cases of SC and MRC, we can show that

OC
)

5(00)
4 [*1l—e°¢ * K
ceO = — / dz. 29
In2 /g, 14z * (29)
and ©0)
C
=1, (30)

Klgnoo 4log (b%°)

whereb?” andby® are the corresponding normalizing factors.

In particular forp = 1, we can show that

VY ~ IndK —2InlhK, (31)
aP o~ 1 (32)

and the sum-rate scales like the followihg log K form.
ocC
o9

li ~ 1.
Koo 4log (4K — 2Inln K)

(33)

is also of the Gumbel type. Similar to the

-
o

T T T T T T
Solving normalizing factors with-numerical methads

-
~
T

-
N
T

=
=)
T

©

Throughput bps/Hz

Analysis (OC)

O Simulation (OC)
Analysis (MRC)
O Simulation (MRC)
Analysis (SC)

4 Simulation (SC)

1 | | | | |
200 250 300 350 400 450
Number of users

I I I
0 50 100 150 500

Fig. 2.  Simulation versus analytical results with numdrinarmalizing
factors forp = 1, 5.

V. SIMULATION RESULTS

In this section, simulation is performed to confirm our SINR
analysis derived in Sel.]V. Unless otherwise specified,ate s
M=4andN = 2.

We first compare the asymptotic throughput showr{id (11),
(22) and [2P) against their corresponding simulation tesul
Figure[2 shows the asymptotic throughput curves using the
numerical normalizing factors obtained by numerical methods
for p = 1 and5. Inspection of Figl P reveals that the analytical
results shown in[(11)[(22) an@_(29) are in accord with the
simulation results. Despite that the asymptotic analysis i
achieved by assuming a larg€, Fig.[2 indicates that the
asymptotic analysis is also very accurate for smallevalues.
Furthermore, Fig. ]2 confirms that the scheduling scheme with
OC can substantially outperform those with MRC and SC
whereas the improvement provided by MRC is more apparent
in the presence of stronger noise. This is because the scheme
with OC is designed to maximize SINR whereas MRC intends
to maximize SNR.

11

p=1 with approximated normalizing factors
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Fig. 3. Simulation versus analytical results with approaied normalizing
factors forp = 1.

Next, rather than the numerical solutions, Fig. 3 depiots th



average sum-rates using thpproximated normalizing factors high-order terms inF'x (xz). For instance, if the high-order

computed in [(16),[(24) and (B1) together withx ~ 1 for

terms inFx (z) in @), (20) and[(2l7) are ignored, the resulting

p = 1. Since the approximation expressions have been deriv@thplified CDFs for different schemes will all lead to the

by assuming a largé&’, the analytical curves shown in Fig. 3same set of normalizing factors, i.

—bg/p
¥ = & Thus,

bk

approach the simulated curves only whEnbecomes large. the performance of OS schemes with different combining

T T T
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Fig. 4. Comparison of the numerical and approximated swistiof the

normalizing factors fop = 1.

Finally, to inspect the approximation accuracy [of] (1B6))(2
and [31), Fig[¥ shows the numerical and approximated n
malizing factors as a function of the number of MTs, Since
solving the exact solutions to the normalizing factors lage
the linear-exponential functions, it is in general nonisi to
obtain accurate closed-form expressions for the nornmgjizi
factors, which compromises the accuracy of the subsequenﬁ

derived scaling laws.

VI. COMPARISON BETWEENSIR AND SINR ANALYSIS

techniques cannot be distinguished based on their scalivg |
Since it is generally much easier to compute the normalizing
factors with high accuracy in the SIR-based analysis [4], we
argue that the SIR-based scaling laws can better charaeteri
the actual performance of different OS schemes by focusing
on the interference-limited scenarios.

VIl. CONCLUSION

In this paper, we have developed a systematic approach to
derive the SINR-based asymptotic throughput and scaling la
for OS schemes by utilizing extreme value theory. In paldicu
we have investigated the asymptotic throughput and scaling
laws of the OS schemes proposed for MIMO-SDMA systems
with different linear combining techniques. Our analytica
results have shown that the limiting distribution of theeetive
SINR is of the Gumbel type and the scaling laws follow
the loglog K form. Simulation results have confirmed the
effectiveness in improving system throughput by incortinga
ow-complexity linear combining techniques in OS schemes.

'j_nally, based on the comparison of SIR-based and SINR-
ased analysis, we have argued that the SIR-based analysis i
more advantageous in providing insights into the schedulin
performance for SDMA-based systems.
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