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Abstract—The downlink transmission in multi-user multiple- T‘,e,rm'néls
input multiple-output (MIMO) systems has been extensivelystud- ‘
ied from both communication-theoretic and information-theoretic Y’ e, f Yo
perspectives. Most of these papers assume perfect/impetfe i{ / \Q '
channel knowledge. In general, the problem of channel traiimg Base 5 S
and estimation is studied separately. However, in interfegnce- Station | . ! .
limited communication systems with high mobility, this problem M_\( <I| ﬂ
is tightly coupled with the problem of maximizing throughput of gﬁ:?j

the system. In this paper, scheduling and pre-conditionindgpased
schemes in the presence of reciprocal channel are considdre
to address this. In the case of homogeneous users, a schedgli
scheme is proposed and an improved lower bound on the sum
capacity is derived. The problem of choosing training sequece
length to maximize net throughput of the system is studied.r the The use of multiple antennas instead of single antennas at
case of heterogeneous users, a modified pre-conditioning thed  he transmitter and receiver in a point-to-point commuiiica

is proposed and an optimized pre-conditioning matrix is deived. system has been shown to areatlv imorove the capacity of
This method is combined with a scheduling scheme to further Yy g y Imp pacity

Fig. 1. Multi-User MIMO TDD System Model

improve net achievable weighted-sum rate. the wireless channel5][6]./[7]. Later, the sum capacity ef th
multiple-input multiple-output (MIMO) Gaussian broadtas
|. INTRODUCTION channel has been shown to be achieved by dirty paper coding

Downlink transmission in a multiple antenna setting is botfbPC) [8], [2], [S]. Recently, it was shown that DPC actually
a well studied and a complex problem with myriad parametexharacterizes the full capacity region of the MIMO Gaussian
A natural problem to be studied in this setting is to maximizeroadcast channel [1L0]. In addition to the assumption that
throughput on the downlink while constraining the comptiexi channel is perfectly known at the transmitter and the recsjv
at the terminals to be minimal. The problem of multi-antendaPC scheme requires enormous computational power making
downlink transmission has been previously studied fromymait challenging to implement in practice. Motivated by this,
different perspectives [1],[]2],[13],[14]. In many of thesemany precoding and scheduling schemes have been proposed
papers, the channel is assumed to be known a-priori eitlterobtain near-optimal performance with low complexity in
perfectly or imperfectly at the base-station and/or tealsin certain scenarios [11], [12], [13], [14]. However, thesheames
The distinguishing feature of this paper is that we study tlee not applicable to the scenario we consider.
problem with no assumptions on channel knowledge both atWe first look at the homogeneous users scenario, where
the base-station and terminals (users). In addition, wsiden all users have same forward and same reverse signal to
very realistic and difficult communication regime when théterference-plus-noise ratios (SINRs), and obtain ardgse
forward SINRs are low 0 dB). We consider this regime lower bound on the sum capacity. The lower bound obtained
since interference from neighboring base-stations dods mothis paper is tighter than the lower bound givenlih [5]. The
allow one to make SINRs larger. Specifically, the scenarimprovement comes from the scheduling strategy used which
we study is the following: ar/-element antenna array at thds simple, and in fact even considerably reduces the computa
base-station, and single antennas atAfe< M) autonomous tional complexity of pre-conditioning. In this context, vaéso
terminals as shown in Fid.] 1. The channel is assumed gstudy the problem of optimizing the training sequence lengt
undergo block fading with a coherence intervallobymbols. and the number of users to maximize net throughput of the
A time-division duplex (TDD) operation is considered. In aystem. Next, we look at the more general heterogeneous user
TDD system, the reverse channel and forward channel sharecanario and study the problem of maximizing achievable
reciprocity relationship. Our system model is a genertibma weighted-sum rate. We propose a modified pre-conditioning
of the system model considered in [5]. We look at the netethod and obtain an optimized pre-conditioning matrixarnd
impact of training, estimation, scheduling and pre-cdndihg M -large assumption. We combine this method with a simple
on the throughput of the system. scheduling strategy to take advantage of instantaneoumeha
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variations. IIl. CHANNEL ESTIMATION

We organize the remaining sections of this paper as follows.Channel reciprocity is one of the key advantages of TDD
Sectior]] describes the system model and Se¢fidn IIl erplaisystems over frequency-division duplex (FDD) systems. We
the reciprocal training used. Section IV and Secfign V dbscr exploit this property to perform channel estimation by an
the schemes proposed to increase achievable sum/weightffiting training sequences on the reverse link. Every user
sum rate in homogeneous and heterogeneous scenariosyrkrsmits a sequence of training signalsrgf symbols dura-
spectively. We provide numerical results in Sectiod VI anflon in every coherence interval. We assume that theseirtgain

discuss our conclusions in Section MII. sequences are known a-priori to the base-station. Afie
user transmits the training sequence vegor,, %1- We use
A. Notations orthonormal sequences which impligsy; = d;; whered,; is

In this paper, bold font variables denote vectors or magricdN® Kronecker delta. The use of orthogonal sequencesatsstri

All vectors are column vector§:), (-)*, (-)! andtr(-) denote th€ maximum number of users 19,, i.e., K' < 7. _
transpose, conjugate, Hermitian and trace, respectily. The corrupted training signals received at the base-statio

and var{-} stand for expectation and variance operation’,

respectively.diag{a} stands for theL x L diagonal matrix Y, = \/WHTET‘I’T + V., ®3)
with diagonal entries equal to the components oh. where,, x K matrix ¥ = [¢1 15 --- 1x] and the compo-
nents ofM x 7,., additive noise matri®v,. are i.i.d.CN (0, 1).
Il. MODEL DESCRIPTION The base-station obtains the LMMSE (linear minimum-mean-

. _ ) _ square-error) estimate of the channel
The base-station witlh/ antennas communicates with the

K independent users on both forward and reverse links agy _ diag{[ VPriTrp  \/PrETrp ]T} oTYT. (4)

shown in Fig.[1. The forward channel is characterized by L+ priTep L+ pricTep

K x M propagation matrixH. We assume independent R

Rayleigh fading channels, which remains constant over T&is estimateH is the conditional mean oH and hence,
duration of ' symbols called the coherence interval. Ththe MMSE estimate as well. By the properties of condi-
entries of the channel matrH are independent and identicallytional mean and joint Gaussian distribution, the estinidte
distributed (i.i.d.) zero-mean, circularly-symmetricngplex is independent of the estimation errdf = H — H. The
GaussiarC'N (0, 1) random variables. Our model incorporate§somponents oft are independent and the elements of its
frequency selectivity of fading by using orthogonal freqeg- k" row are CN (0, %). In addition, the components
division mu_lUpIexmg (OFDM). Note that the duration of theys 1 are independent and the elements of /ité row are
coherence interval in symbols is chosen for the OFDM subs ( 1

band. Due to reciprocity, we assume that the reverse channel \'’ 1+pr7rp /-
at any instant is the transpose of the forward channel. IV. HOMOGENEOUSUSERS

Let the forward and reverse SINRs associated withuser  |n this section, we focus on the special case where forward
bepsx andp,r, respectively. These forward and reverse SINRS|NRs from the base-station to all users are equal and also
remain fixed throughout the channel uses. On the forward lindeyerse SINRs from all users to the base-station are equal,

the signal received by the'" user is .8, pp1 = -=pfx =prandp, = = p.xg = py.
Tk = mh;{sf +wpk a A Scheduling and Pre-Conditioning on Forward Link

The base-station selec?d(< K') users among th& users
where hj is the k' row of the channel matri#l ands¢ and pre-condition the information signals to be transmitte
is the M x 1 vector in which information symbols to betp these N users. The scheduling strategy used to select
communicated are embedded. The components of the additiye ysers is explained in Sectibn IV-C. Let the set of users
noise vectoffwsi wys -+ - wyk] are i.i.d.CN(0,1). The aver- selected beS C {1,2,---, K} with N distinct entries. The
age power constraint at the base-station during transmnisshase-station forms tha/ x 1 transmission signal-vectasy,
is E[lls¢[?] = 1 so that the total transmit power is fixedyhich drives the antennas, from the information symboltwec
irrespective of its number of antennas. On the reverse Iirﬂf,: [q1 g2 --- qn|T for the selected users by pre-multiplying
the vector received at the base-station is it with a pre-conditioning matrix. We use the pre-conditian

T matrix o
x, = H E,s; + w, (2) I:ITS (I:ISI:ITS)

(®)

wheres, is the signal-vector transmitted by the users End= N
diag{[\/pr1 \/Prz - - \/Pri)’ }. The components of the addi- tr {(HSHE) ]

tive noisew, are i.i.d.CN(0,1). There is power constraint at

every user during transmission given Bfj|s,.||?] = 1 where which is proportional to the pseudo-inverse of the estichate
5.1 IS the k" component of,. channel. TheV x M matrix Hg is formed by the rows in set



S of matrix H. We use this pre-conditioning matrix because Adding E[g”] to and subtracting@[g?] from g” in (@T),
of the lack of any channel knowledge at the users. The prge obtain
conditioning matrix is normalized so thHI(ATSAS) =1.
The transmission signal-vector is given by
= \/W E [X] Gn + Wrn (15)

s; = Asq (©) whereg! = g’ — E[g!] and 1@y, is the zero-mean effective
and the power constraint at the base-station is satisfied hgise. Since the signaf is independent of?" andE[g] = 0,
imposing the conditiofE| ¢, ||?] = 1,¥n € {1,--- , N}. From the signalg, is uncorrelated with the effective noise. Using
(@) and [6), we obtain the signal-vector received at thecsete (13) and [(14), we obtain the variance

users to be var {dy,} = E (&1 aq )] +E [[[wsa?]

zin =E[gn]a+ gra+wsn

x; =/ HsAsq+wy (@) . -
here H is the matrix formed by th i f th =E[8.E [qq'| g4]&1] +E [[lwyall’]
where H is the matrix formed by the rows in sét of the —E[¢g] - E [¢7] E[g2] + E [wynl’]
matrix H. 1
B. Lower Bound on Sum Capacity =L+ps (m + var {X}> : (16)

In this section, we obtain a lower bound on the sum Under the assumption that the users are aware of the
capacity of the system under consideration. The approachséheduling strategyk [x] is known to the users. We obtain
similar to that in [15], [5]. The lower bound holds for anya lower bound on the downlink capacity of every selected
scheduling strategy used at the base-station which sedectsser during data transmission by assuming worst-case noise
fixed number of users. Recall that the base-station perforglistribution, which is uncorrelated Gaussian noise wittnesa

channel estimation as described in Seclioh IlI. variance[[15]. Thus, fron{(15) an@(16), we obtdih (8) which
Theorem 1:For the system under consideration, every seempletes the proof. ]
lected user can achieve a downlink rate during data transmisCorollary 1: For the system with homogeneous users con-
sion of at least sidered, a lower bound on the sum capacity is
F2 Csum—-1p = _ max N -Cipg—pp- 17
Cind—1y =1logy | 1+ PrE” [ 8 N<K, NeI+ (17)
1+py (ﬁ + var{x}) C. Scheduling Strategy

bits/transmission wherg is the scalar random variable given The need for explicit scheduling arises due the use of
BTN pseudo-inverse based pre-conditioning of the informagion-

by y = (tr {(ﬁsﬂg) D _ bols. With perfect channel knowledge at the base-staliba(
H) and no scheduling = K), the pseudo-inverse based

Proof: Let Hg be defined as the matrix formed by there_conditioning diagonalizes the effective forward ahein
rows in setS of the matrixH. The N' x N effective forward ang every user sees statistically identical effective oban

channel matrix in[{7) is irrespective of its actual channel. The inability to varye th
G =,/ HsAs 9) effective gains to the users depending on their channadsstat
. ~ is due to lack of any channel knowledge at the users. This
= VP (HSAS + HSAS) possibly causes a reduction in achievable sum rate. Metivat
B ~ by this, we propose a scheduling strategy which explicitly
—VPI (XIN + HSAS) ' (10)  selectsnv < K users before pre-conditioning.

In every coherence interval, the channel estimate at the- bas

From and[{l7), we can write the signal received by tie L . -
©) ) g y station is used to select th¥ users with largest estimated

user as S A
i T T T -
Tfn = gfq+wfn (11) channel gains. Leh(l),h(Q), e ,h(lf) be the norm ordfered
. . rows of the estimated channel matkk Then, the matrit s
whereg?!' is then!” row of G. From [10), we obtain is given byHs = [h(;) hy) -~ )7 and the lower bound
~ in becomes
g, = /s (xef + h?,nAs) a1z @ )
o } _ Py (#) E? [n]
whereh{ ,, is then'” row of Hg ande! is the N x 1 vector Cipa—ip = logy [ 1+ - -
with n'" element equal to one and all other elements equal to L+ py (1+pmp + h@fﬁlp Var{ﬁ})
zero. From[(IR), we obtain . (18
. . + —1 2
E[g7] = /o7 E [\ e’ (13) Here, the random variablg — (tr {(UU ) D ~ where
U is the N x M matrix formed by theN rows with largest
and norms of aK x M random matrixZ whose elements are

1 iid. CN(0,1). We provide numerical results showing the
T *7 ) 2 )
E[g.8n] = p; <E [X*] + 1+ prTrp) : (14) improvement obtained by using this strategy in Sedfioh VI.



D. Net Achievable Sum Rate Here, the random variablg¢r is given by

Net achievable sum rate accounts for the reduction in fem 1 -1
achievable sum rate due to training. In every coherencevaite oF = (tr [(FZZ F) D (23)
of T" symbols, firstr,.,, symbols are used for training on reverse

T
link, one symbol is used for computation (same assumptigshereF = D - diag{ [4 /lfpl:f ,/%} } and
r1Trp T rp

as in [3]) and the remaining — 7, — 1 symbols are used for Z is the K x M random matrix whose elements are i.i.d.
transmitting information symbols. The number of us&rand N(0,1)

the training Ien_gtmp can be chosen such that net throughpu; Proof: The effective forward channel il (R1) is
of the system is maximized. Thus, net achievable sum rate is

defined as G =E;HAp
T—71.,—1 o -
Cnet(J\/ja Pf, Pr) = ;(nax %Csum—lb(') (19) = Ef (D 1HDAD + HAD)
subject to the constraints, < T —2 and K < min(M, 7). =Ef (¢FD71 + HAD) - (24)
Cosum-u(-) in (19) is given by [(II). The remaining steps in this proof are similar to those in the
V. HETEROGENEOUSUSERS proof of Theoreni 1l and hence, we skip it. [ |

In this section, we consider the general setting describgd M-large Asymptotics and Optimization of Pre-Conditiai
in Section[D) with heterogeneous users. Moreover, we stu@¥atrix

the problem of maximizing achievable weighted-sum rate. We wish to choose the matri® such thatC., s in

The motivation behind this problem is that many algorithm . - . .
implemented in layers above physical layer assign weig ) is maximized. However, this problem is hard to analyze.
A aetkconsider the asymptotic regime/K > 1. Apart from

to each user depending on various factors. We assume ina the problem mathematically tractable. this asviimto
these weights are pre-determined and known. We propose a. g the p . y tra ' ymltli_)
regime is interesting due to the following two reasons. i) In

modified pre-conditioning method and derive an Optimizeours stem model, we observe that extra base-station aagenn
pre-conditioning matrix unde¥/-large assumption. We further y '

. o : . . are always beneficial from numerical results given in Sectio
combine this with a scheduling strategy to obtain an mpdovm This observation was first made for homogeneous users in
lower bound on the weighted-sum capacity.

[5]. ii) The system imposed constrainks < 7, andr,, < T

A. Modified Pre-Conditioning restrict the value ofx.
The base-station obtains thef x 1 transmission signal- It is known thatlim ko ZZ" — MIx whereZ is the
vectors; by pre-multiplying the information symbolg = K x M random matrix whose elements are i.i@N(0,1).

[q1¢2 -+ qx]” with a pre-conditioning matrix as explained inTherefore, under M-large approximation, random variafle
Sectior IV-A. We propose a modified pre-conditioning matri}a (23) can be approximated to

given by i (ﬁDﬁTD)_l b~ L,Q (25)
Ap— (20) tr (F—2)
\/tr {(flpﬁ},)_l} which is a constant. Substitutinig_{25) 0 {22), we get

A~ A ) 1 _ 1 _1 K
where Hp = DH and D = d'ag{[pl 2N pKJ} Cuwt—ip ~ J(p) = Y _ w;log, 4 DPi (26)
=1

The choice ofD is explained in Sectioh VAC. Froni](1), we i‘: oo
obtain the signal-vector received at the users = iPj
whereE; = diag{[\/p;1 /P12 - /7Kl }- Theorem 3:Letp = [p1p2 - - - px]T be any vector of non-

negative real numbers ansl = argmaxp J(p) then the set

B. Lower Bound on Weighted-Sum Capacity , : o
In thi . lize the | bound derived of possible values op* = ¢p* wherec is any positive real
n this section, we generalize the lower bound derived iy, o ands® = [ 75 - - p]” such that

SectionIV-B to heterogeneous users and weighted-sum rate.
Theorem 2:For the system under consideration, a lower [ Wi 1\*
bound on the downlink weighted-sum capacity during trans- pi = Ma;  Bi

mission is given byCu:—u» The positive real numbex* is chosen such that the constraint

(27)

K
PPk [¢F] S a;pr = 1 is satisfied.

' i=1
1+ prk (m +pkvar{¢p}) Proof: We use Lagrange multipliers to obtain this result.
(22) Due to lack of space, we do not include the proof herem

K
= Zwk log, [ 1+
k=1



The optimizedp™® given by [27) is substituted if_(R0) to

~

obtain the optimized pre-conditioning matrix. We use thi ngﬂgmg:gmzj
optimized pre-conditioning matrix even whéhis comparable 6{|-8-Scheme-1, M = 8
-B-Scheme-0, M = 8
to M. 2 |-e-scheme-1,M =16
§5 -0-Scheme-0, M = 16,
D. Scheduling Strategy g
A
.. _ o
In our system model, the optimized valg&scannot depend >
on the instantaneous channel as no channel information g3r f
available to the users. Hence, we need explicit selection § "°~.~°
users to take advantage of the instantaneous channel va a ' a
tions. In this section, we propose a scheduling strategy f sy
Q
heterogeneous users. N

T ,T T i S S S N
Letzi,z,,---,zj be the rows of the matrix T o 10 11 12 13 14 15 16
Number of Users (K)

T
1 + prlTrp 1 + erTrp I:I 28
Dr1T e DrKT, (28) Fig. 2. Lower bound on the sum capacity with scheduling (8ehé) and
rlirp rKlrp without scheduling (Scheme-0)

whereH is the estimated channel given By (4). In every cohe

Z = diag

ence interval the users are ordered such Higf|z(,)[|* > ]

= -B-Schi -0, T =20
p(2)||z 2) 12> > p*K)HZ K) |? and information symbols sl e-schemert. T - 30
are transmmed to the firsy users using the pre-conditioning -©-Scheme=0, T = 30

matrix formed by the appropriate rows of the optimized pre
conditioning matrix as described in Sectlon V-C. The valtie «
N is chosen in order to maximize achievable weighted-su
rate. We denote this Iower bound on achievable weighted-st
rate with scheduling by>s . (-).

Net Achievable Sum Rate
= N
s & =

[
T

E. Net Achievable Weighted-Sum Rate
We define net achievable weighted-sum rate as 0L
T—7 0 ‘ ‘ ‘ ‘ ‘ ‘

Cuwt—net(M, K, ps, pr) = max #C’wt () (29) 2 4 6 8 10 12 14 16

Number of base-station antennas (M)

subject to the constraints,, > K andr,, <71 —2.
Fig. 3. Net achievable sum rate with scheduling (Schementl) without

VI. NUMERICAL RESULTS scheduling (Scheme-0)

We provide numerical results in both homogeneous and

heterogeneous users scenarios to show the performance B@Rerve that the net achievable sum rate increases Mith

efits obtained using the various proposed schemes. We fji€all schemes. As expected, the proposed scheduling sshem
interested in the realistic communication regime when &dv (Scheme-1) outperforms Scheme-0.

and reverse SINRs are low. We consider this regime sincein Fig. [4, we plot the optimum values’,, N* and K*,
interference from neighboring base-stations force systean \hich maximize net throughput, versus forward SINRToE
operate in this regime. Moreover, we are interested in higy symbols. Here, we fix the reverse SINR to be 10 dB less
mobility users. Hence, we choose the system parameters tigdin the forward SINR. In all the cases plotted, the optinhize
these scenarios. value of the number of useds* = 7% . In Fig.[4, we observe

A. Homogeneous Users that the scheduling gains are more at low SINRs.

We consider forward SINR; of 0 dB and reverse SINR B. Heterogeneous Users
pr of —10 dB. First, we keep the training sequence length We consider a multi-user system consisting &f = 8
equal to the number of users, i.e., = K. In Fig.[2, we plot users with forward SINR§—4, —3,—-2,—1,0,1,2,3} dB and
lower bound on the sum capacity with scheduling (Schemesherence intervall = 20 symbols. We assume that the
1) and without scheduling (Scheme-0) fof = {4,8,16} reverse SINR associated with every uset(sdB lower than
and K = {1,2,---,M}. Note that Scheme-0 is the lowerits forward SINR. Next, we assign a weight 2fto the first
bound obtained in_[5]. The proposed scheme gives significdour users and unit weight to the remaining users. The plot in
improvement which implies that the scheme is capable Bfg.[d of net achievable weighted-sum rate veraiisclearly
performing opportunistic scheduling. Next, in Fig. 3, wetpl shows that using more antennas at the base-station is bene-
net achievable sum rate versug¢ for T = {20,30}. We ficial. Scheme-2 denotes optimized pre-conditioning with n
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various system parameters as discussed in the paper.

In multi-user multiple antenna systems, scheduling and
pre-conditioning are practical schemes that can poténtial
improve the net throughput of these systems. We proposed
scheduling schemes in both homogeneous and heterogeneous
users scenarios and showed that these schemes significantly
improve achievable sum/weighted-sum rate. The optimized
pre-conditioning derived is applicable to the generic case

AN M =16

. r:p, M =16
10 _@_N*Y M= . H 4

o ||BTyM=8
§ oy 5
5 IZEI‘---EI-”-”-E---”-E R e S N .}
§ 6 X---B—-B8 -1 -8 E---E
8 BeeBeA O--- -
'sg DA T 1
P SR 1

12

8 10 14 18
Forward SINR (dB)

20

Fig. 4. Optimum values of parameters versus forward SINR

with arbitrary set of weights, forward and reverse SINRs.
N bt Also, the optimization involved is computationally simg@led
can be implemented efficiently. As future work, we plan to
extend these ideas to design a cellular network with agiyeess
frequency reuse supporting high mobility and high downlink
rates.
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the best performance. The performance gain due to schegdulin
is very significant when the number of users are comparablél
to the number of base-station antennas.

10
VIl. CONCLUSION ol
Our results show that even in interference-limited and lyigh
mobile communication systems, the effective use of mutip
antennas at the base-station greatly improve net downlidRl
throughput in multi-user setting. We conclude that it is ad-

[11]

NSF grants CNS-0626903 and CCF-0448181.

REFERENCES

B. Hochwald and S. Vishwanath, “Space-Time Multiple &ss: Linear
Growth in Sum Rate,” irAllerton Conference on Commun., Control and
Computing Allerton, IL, USA, Oct. 2002.

P. Viswanath and D. N. C. Tse, “Sum Capacity of the Vectau&sian
Broadcast Channel and Uplink-Downlink DualitylEEE Trans. Inf.
Theory vol. 49, pp. 1912-1921, Aug. 2003.

A. Goldsmith, S. A. Jafar, N. Jindal, and S. VishwanatiGapacity
Limits of MIMO Channels,”IEEE J. Sel. Areas Commurvol. 21, pp.
684—702, Jun. 2003.

M. Airy, R. W. Heath, Jr., and S. Shakkottai, “Multi-Uséiversity
for the Multiple Antenna Broadcast Channel with Linear Remes:
Asymptotic Analysis,” inAsilomar Conference on Signals, Systems and
Computers Nov. 2004, pp. 886—890.

T. L. Marzetta, “How much training is required for mulser MIMO?” in
Asilomar Conference on Signals, Systems and CompuRacific Grove,
CA, USA, Oct./Nov. 2006, pp. 359-363.

G. J. Foschini, “Layered space-time architecture foreleiss communi-
cation in fading environments when using multi-elementanas,’Bell
Labs Tech. J.vol. 1, Autumn 1996.

E. Telatar, “Capacity of Multi-antenna Gaussian ChasjheEuropean
Trans. on TelecommNov. 1999.

G. Caire and S. Shamai, “On the Achievable Throughput oflti-
antenna Gaussian Broadcast Chanr@&EE Trans. Inf. Theoryvol. 49,
pp. 1691-1707, Jul. 2003.

S. Vishwanath, N. Jindal, and A. J. Goldsmith, “Dualikchievable
Rates, and Sum-Rate Capacity of Gaussian MIMO Broadcastrels”
IEEE Trans. Inf. Theoryvol. 49, pp. 2658-2668, Oct. 2003.

H. Weingarten, Y. Steinberg, and S. Shamai, “The Cap&aRegion of
the Gaussian Multiple-Input Multiple-Output Broadcasta@hel,”IEEE
Trans. Inf. Theoryvol. 52, pp. 3936-3964, Sep. 2006.

F. Boccardi, F. Tosato, and G. Caire, “Precoding Sctefoethe MIMO-
GBC,” in Int. Zurich Seminar on CommunicatignSeb. 2006.

M. Airy, S. Bhadra, R. W. Heath, Jr., and S. Shakkottaiyahsmit
Precoding for the Multiple Antenna Broadcast Channel,Vehicular
Technology Conferenceol. 3, 2006, pp. 1396-1400.

vantageous to increase the number of base-station antenmgsz. shen, R. Chen, J. G. Andrews, R. W. Heath, Jr., and BE\ans,

in the system model we considered. Reciprocal training made
feasible by time-division duplex (TDD) operation is key st
result. With increase in the number of base-station antenng4
the effective forward channel improves whereas the trginin
sequence length required is not affected. The trainingesszp!
length has significant impact on the net throughput of mobijes)
systems and hence, it is important to optimize it dependimg o

“Low Complexity User Selection Algorithms for Multiuser MIO
Systems With Block DiagonalizationJEEE Trans. Signal Process.
vol. 54, pp. 3658-3663, Sep. 2006.

K. P. Jagannathan, S. Borst, P. Whiting, and E. ModidS8aheduling
Multi-Antenna Systems with Heterogeneous Usersatim International
Symposium on Modeling and Optimization in Mobile, Ad Hoc and
Wireless NetworksApr. 2006.

B. Hassibi and B. M. Hochwald, “How much training is needin
multiple-antenna wireless links2EEE Trans. Inf. Theoryvol. 49, pp.
951-963, Apr. 2003.



	Introduction
	Notations

	Model Description
	Channel Estimation
	Homogeneous Users
	Scheduling and Pre-Conditioning on Forward Link
	Lower Bound on Sum Capacity 
	Scheduling Strategy
	Net Achievable Sum Rate

	Heterogeneous Users
	Modified Pre-Conditioning
	Lower Bound on Weighted-Sum Capacity
	M-large Asymptotics and Optimization of Pre-Conditioning Matrix
	Scheduling Strategy
	Net Achievable Weighted-Sum Rate

	Numerical Results
	Homogeneous Users
	Heterogeneous Users

	Conclusion
	References

