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Abstract—Most ad hoc mobile devices in wireless networks
operate on batteries and power consumption is therefore an
important issue for wireless network design. In this paper, we
propose and investigate a new distributed cooperative routing
algorithm that realizes minimum power transmission for each
composed cooperative link, given the link BER (Bit Error Rate)
constrained at a certain target level. The key contribution of the
proposed scheme is to bring the performance gain of cooperative
diversity from the physical layer up to the networking layer.
Specifically, the proposed algorithm selects the best relays with
minimum power consumption in distributed manner, and then
forms cooperative links for establishing a route with appropriate
error performance from a source to a destination node. Analytical
results are developed to show that our cooperative transmission
strategy (MPSDF) achieves average energy saving of 82.43%
compared to direct transmission, and of 21.22% compared to
the existing minimum power cooperation strategy. Furthermore,
the proposed power efficient routing algorithm can also reduce
the total power consumption by a couple dB compared to existing
cooperative routing algorithms. Monte-Carlo simulation results
are also provided for performance evaluation.

I. INTRODUCTION

As one of the most important technologies nowadays,
wireless sensor network plays a more and more important
role in vast applications, such as military communication and
disaster or infrastructures monitoring. The deployment of the
low battery cost and size limited sensors implies that energy
efficient communication protocol is essential to extend the
network lifetime [1], [2].

Meanwhile, as a new research area, cooperative transmis-
sion has attracted much attention as an effective technique
to combat multi-path fading, enhance receiver reliability and
achieve better energy efficiency of wireless communication
systems [3], [4]. The problem of energy saving can be
approached from physical layer, MAC layer up to application
layer. Moreover, the cross layer approach has been shown to
be an effective way in the energy efficient routing design.
Various energy concerned cooperative routing algorithms have
been developed at the physical layer to further reduce the
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Fig. 1. An example of a one-hop wireless cooperative link

total transmission power of cooperative transmission [5]–[9].
However, most of existing cooperative routing algorithms are
implemented by identifying a shortest path first and thus the
performance gains of cooperative communication cannot be
fully exploited. As a contrary, our proposed routing algorithm
starts with routes with a small number of hops and forms
the relationship between the minimum power of cooperative
transmission and its BER performance.

To be specific, we first propose a new distributed cooper-
ative transmission strategy, namely, Minimum Power Selec-
tion Decode-and-Forward (MPSDF), which realizes minimum
power cooperative transmission, given the link BER con-
strained at a certain target level. This new method combines
the physical and MAC layer mechanisms to identify the
best relay in a cooperative and distributed way. Furthermore,
combining with MPSDF, the proposed power efficient routing
algorithm can identify a minimum power route while guaran-
teeing the desired QoS.

The reminder of this paper is organized as follows. In
Section II, we define the system model of cooperative network
and derive a closed form expression for MPSDF. In Section
III, we describe our distributed and power efficient routing
algorithm. In Section IV, we show the numerical results for
our proposed scheme and paper concludes in Section V.

II. SYSTEM MODEL

In cooperative networks, each node acts two roles in the
network transmission: source node and relay node. Here, relay
transmission is a main feature of cooperative communication.
Figure 1 shows a cooperative network model.

A cooperative link (CL) between the source and destina-
tion nodes includes two different transmission channels. The
dashed line is direct transmission channel from the source
directly to the destination, while the combined solid lines are
relay transmission channels from the source through the relay
to the destination. The communication is divided into two or-
thogonal time slots in order to support the cooperation. During



the first time slot, the source broadcasts its frame that contains
data for the two destinations, and each destination receives its
signal. In the second time slot, the source does not transmit
and relay decodes and forwards the data flow to destination.
Therefore, the destination node receives multiple copies of the
same packets transmitted through different wireless channels,
thus some degree of diversity can be obtained from such
cooperative transmission strategies. It is worth noting that such
cooperative communication brings significant improvement of
reception reliability, which becomes an important criterion to
measure the performance of cooperative transmissions and will
be examined in following sections.

A. Outage Behavior of Cooperative Transmission

We employ a propagation model to consider path loss,
shadow fading and Rayleigh fading. The wireless link aij

between the nodes i and j is modelled as aij = hij/d
k/2
ij ,

where dij , the distance between the nodes i and j, represents
the large-scale behavior of the channel gain, k is the path-loss
exponent and hij captures the channel fading characteristics
due to the rich scattering environment. In addition, the chan-
nel fading parameter hij is assumed to be independent and
identically distributed (i.i.d), complex Gaussian variable with
zero mean and unit variance.

For direct transmission, the mutual information between a
source and a destination is

ID = log(1 + ρ|as,d|2) , (1)

where ρ = Eb/N0 is defined as transmission power to
noise ratio. Since for Rayleigh fading, |as,d|2 is exponentially
distributed with parameter dk

s,d. Thus, the outage probability
satisfies

P out
D = Pr[ID < R] = 1− exp

(
− (2R − 1)dk

s,d

ρ

)

= dk
s,d

(
2R − 1

ρ

)
. (2)

where R is the desired data rate in bit/s/Hz, which is defined by
the quality of service (QoS) requirement and d is the distance
between two nodes.

For Cooperative transmission in Figure 1, let ds,d, ds,r and
dr,d be the respective distances among the source, relay and
destination. During the first time slot, the destination receives
yd = hs,d

d
k/2
s,d

xs + nd from the source node, where xs is the

information transmitted by the source and nd is white noise.
During the second time slot, the destination node receives

yd =





hs,d

d
k/2
s,d

xs + nd, if | hs,r

d
k/2
s,r

|2 < q(ρs)
hr,d

d
k/2
r,d

xr + nd, if | hs,r

d
k/2
s,r

|2 ≥ q(ρs)
(3)

where q(ρs) = (22R − 1)/ρs can be derived from direct
transmission and is analogous to (2). As can be seen from
the first condition of (3), when the link between the source
and the relay is so poor that the relay is not able to decode,
there is no performance gain can be achieved and the source

is repeating its transmission during this slot. The second
condition corresponds to the case when the relay can decode
and repeat the source transmission, thus obtaining the second-
order diversity gain through CL. Therefore, choosing a proper
relay to guarantee the link quality is critical in achieving good
system performance.

Consider that a relay node is randomly selected. Hence the
mutual information of this cooperative link can be shown as

IC =
{

1
2 log(1 + 2ρs|as,d|2), |as,r|2 < q(ρs)
1
2 log(1 + ρs|as,d|2 + ρr|ar,d|2), |as,r|2 > q(ρs)

(4)
Therefore, the outage event for Minimum Power Selected

Decode-and-Forward (MPSDF) is given by IC < R and is
equivalent to the event

({|as,r|2 < q(ρs)} ∩ {2|as,d|2 < q(ρs)})

∪({|as,r|2 ≥ q(ρs)} ∩ {|as,d|2 +
∣∣∣∣
√

ρr

ρs
ar,d

∣∣∣∣
2

< q(ρs)}) ,

(5)

As we can see above, two events of the union in (5)
corresponds to two cases in (4), respectively. Because the
events in union of (5) are mutually exclusive, the outage
probability becomes a sum

P out
C = Pr[IC < R]

= Pr[|as,r|2 < q(ρs)]Pr[2|as,d|2 < q(ρs)]

+Pr[|as,r|2 ≥ q(ρs)]Pr[|as,d|2 +
∣∣∣∣
√

ρr

ρs
ar,d

∣∣∣∣
2

< q(ρs)].(6)

Here, we obtain a closed form expression for (5). By
computing the limit, the large ρ behaviour of (6) is (Let
q(ρs) = q)

1
q2

P out
C =

1
q

Pr[|as,r|2 < q]
︸ ︷︷ ︸

1

1
q

Pr[2|as,d|2 < q]
︸ ︷︷ ︸

2

+ Pr[|as,r|2 ≥ q]︸ ︷︷ ︸
3

1
q2

Pr[|as,d|2 +
∣∣∣∣
√

ρr

ρs
ar,d

∣∣∣∣
2

< q]
︸ ︷︷ ︸

4

, (7)

where 1 −→ dk
s,r, 2 −→ dk

s,d/2, 3 −→ 1, 4 −→ ρs

ρr
dk

s,dd
k
r,d/2.

Then, above equation equals

1
q2(ρs)

P out
C =

dk
s,d

2
(dk

s,r +
ρs

ρd
dk

r,d) , (8)

Because q(ρs) = (22R − 1)/ρs, we have the outage
probability between the source and the destination is

P out
C =

1
2
dk

s,d(d
k
s,r +

ρs

ρr
dk

r,d)
(22R − 1)2

ρ2
s

. (9)

where ρs is the transmission power to noise ratio for the source
node and ρr is the transmission power to noise ratio for the
relay node.



TABLE I
POWER EFFICIENT ROUTING ALGORITHM

Initialize: Select the best possible relay node and establish a one-hop
cooperative route (link) from the source to the destination to minimize
the link BER of the route. Calculate the link BER according to (9)
and compare it with the target BER (constraint).
Repeat: If any link BER along the constructed route is larger than the
target BER, select new relay nodes for both relay links of the poor
CL to improve its BER performance. Re-compute the link BER for
the new constructed CLs and if the performance is satisfied the target,
adjust the transmission power to minimal.
Stop: If all the link BER is equal or smaller than the target BER, then
the cooperative route is finalized. Otherwise, continue with the repeat
step.

B. Power Minimization of Cooperative Link

The signal-to-noise ratio (SNR) is defined as ρ = Eb/N0

where Eb denotes transmission energy per-bit and N0 is the
one-sided power spectral density of the white noise. Therefore,
the transmission power can be expressed as P = ρN0RB.
Assuming the assigned bandwidth is same for both source
and relay nodes, outage probability (9) in terms of data rate,
distances and transmission power can be further expressed as

P out
C =

1
2
dk

s,d(d
k
s,r +

Ps

Pr
dk

r,d)
(22R − 1)2(N0RB)2

P 2
s

. (10)

where Ps is the transmission power for the source and Pr is
the transmission power for the relay, B is the bandwidth.

The optimization problem to minimize the total transmission
power consumption of cooperative link with a target end-to-
end BER can be formulated as

Minimize Ps + Pr

Subject to. P out
C < C (C is the target BER)

Using the Kuhn-Tucker condition, the minimum transmis-
sion power for MPSDF is shown as

Ps =
N0RB

dk
r,d

√
m + 1

K
, Pr =

N0RB

dk
s,rm

√
m + 1

K
. (11)

where m = r+
√

r2+8r
2 , r = dk

r,d

dk
s,r

, K = 2C
dk

s,ddk
s,rd2k

r,d(22R−1)2
.

Proof : See Appendix A.

III. DESCRIPTION OF THE POWER EFFICIENT ROUTING
ALGORITHM

Based on the characteristics of cooperative transmission
analyzed at Section II, we propose here a distributed routing
algorithm to establish a cooperative route in an arbitrary
network that ensures each link BER below a certain target
level (constraint). Table I describes the power efficient routing
algorithm in detail. Each node uses a default transmission
power to construct a route, in order to avoid high power
consumption for long distance transmission at the initial stage.
Each cooperative link can adjust to its minimum power using
MPSDF once link performance is satisfied the target.

As a distributed routing algorithm, each relay node as a
monitor periodically broadcasts a HELLO packet to its source-
destination pair to measure the link performance. When an

improvement is necessary, the relay sends a NOTIFICATION
to its source and destination and triggers new relay selections
between the source-relay and the relay-destination links. To fit
the non-infrastructure nature of ad-hoc networks, it is desirable
to devise a distributed mechanism to choose the relay node
with the best incoming and outgoing channel condition among
candidate nodes without using a central controller. In the
proposed algorithm, relays use similar carrier sensing scheme
[10] and go through a backoff period before sending received
data to the destination. According to (11), since the minimum
transmission power for both source and relay nodes can be
determined by ds,d, ds,r, dr,d and link BER, relays can actually
estimate these two power in the meantime of the relay node
selection. Therefore, we propose a new relay selection scheme
as following

1. In the first time slot, the source node broadcasts a test
packet to the rests of nodes, each candidate relay node can
estimate its ds,r and incoming channel condition through the
received SNR strength. Meanwhile, the destination node can
estimate ds,d.

2. In the second time slot, the destination node broadcasts
another test packet with information ds,d, each candidate relay
node can estimate dr,d and outgoing channel condition and
extract ds,d from test packet.

For each candidate relay node, it can measure the BER
performance and minimum power and set a back-off time
which is proportional to the BER. The back-off period for each
relay is chosen such that the smaller the link BER, the shorter
the back-off time is. After the first back-off time expired, the
corresponding relay node will broadcast an acknowledgment
to other nodes which will quit the competition and refrain for
next competition. At the same time, if the link BER is satisfied
the constraint, a power adjustment will also be sent through
the same acknowledgement to the source that both source
and relay can adjust their power to optimal without adversely
affecting the link performance. As a result, the selection of
back-off periods at various relay nodes ensures that the best
quality relay with optimized power will be the one responsible
for forwarding the data to the destination node.

IV. NUMERICAL RESULTS

In this section, we develop analytical results to illustrate the
power savings of our proposed MPSDF transmission strategy
and the power efficient routing algorithm, and then compare
them with other cooperation-based power saving schemes.

A. Power Reduction for MPSDF

In this typical scenario, we assume the distance between
one source and one destination is 100 meters. One single relay
node is randomly placed in a 100m× 100m area between the
source and destination to form a cooperative link. Under the
same path loss exponent k = 3, R = 1bit/s/Hz and end-to-
end BER of 0.05, we take 50 random experiments and the
corresponding results are shown in Figure 2.

Due to performance enhancements, our proposed MPSDF
always achieves much better energy performance than MPCR
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Fig. 2. Total normalized Tx power associated with relays at random locations

[9] as well as direct transmission, which goes through the
same source-relay-destination links without cooperation. In
addition, it is worth noting that total transmission power of
proposed MPSDF is highly related with relay position, we can
observe that for some points (e.g., node No. 31) of proposed
scheme, total transmission power is relatively lower than other
points, which is when the relay node nears to the destination
node. That is so because the expression of total power (11)
has the factors m and 1/K, which is quite small when the
relay node nears to the destination node. However, after 1000
simulation runs, the average power reduction for the MPSDF
achieves 82.43% and 21.22%, compared to direct transmission
and MPCR, respectively.

According to the analysis above, it is clear that better located
relay can further reduce power consumption. Therefore, using
the same network topology in Figure 2, Figure 3 reports
the minimum power consumption of cooperative link with
the best located relay under same BER performance from
four schemes. Results in Figure 3 are averaged over 1000
simulation runs. It is clearly seen that the best located relay
with MPSDF achieves much better energy performance than
the rest three schemes. In particular, when the BER constraint
decreases, the total power consumption of MPCR closes to
MPSDF. However, as we know from [9] that when BER is
small, the MPCR acts as a direct transmission from the source
directly to the destination with high probability. Whereas for
MPSDF, both the source and the relay involves in cooperation.
Hence the network lifetime of MPCR will be shorter due to
high power consumption of the single source transmission.

B. Power Comparisons between Routing Algorithms

We consider here a network scenario that a total number
of N nodes are uniformly distributed in a 1000m × 1000m
topology with the source and destination nodes located at the
top left corner and the bottom right corner, respectively. Figure
4 shows the required total transmission power along the route
with same total number of hops by different routing algorithms
for different total number of nodes at same Link BER = 0.05,
k = 2 and throughput = 0.95bit/s/Hz, which is defined in
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Fig. 3. Link BER vs. Total normalized Tx power consumption

[9]. As shown, the total power consumption decreases as the
network size increases. This is so because the distance between
neighbor nodes is reduced with increased node density. Multi-
hops routing ensures the lower power consumption between
these nodes. We can also observe that the proposed power
efficient routing algorithm achieves better performance than
CASNCP [9] which is based on the shortest path algorithm,
the centralized algorithm [11] and DSDV algorithm [12].

Since our proposed routing algorithm starts with routes with
a small number of hops, Figure 5 shows the relationship
between the total power consumption of cooperative route
in terms of total number of hops and its end-to-end BER
performance.

The network scenario is same as in Figure 4, but with a
fixed N = 100, k = 2 and R = 0.2bit/s/Hz. Since the total
transmission power along the path is proportional to total
number of hops. Under the same network topology, as the
total number of hops increases, the total transmission power
is increased. Meanwhile, under the same route and end-to-end
BER achievement, the proposed algorithm can reduce the total
power consumption by a couple dB.

V. CONCLUSIONS

In this paper, we have investigated the performance benefits
of cooperative communication on power reduction in wireless
networks. For a given source-destination pair, a new distributed
cooperative transmission strategy MPSDF has been first pro-
posed for realizing minimum power transmission. The key
contribution of the proposed scheme is to bring the perfor-
mance gain of cooperative diversity from the physical layer
up to the networking layer. Analytical results have shown that
MPSDF achieves average energy saving of 82.43% compared
to direct transmission, and of 21.22% compared to MPCR.
Furthermore, we have proposed the distributed and power
efficient cooperative routing algorithm, which constructs the
minimum power route with a small number of hops. From the
simulation results, the total power consumption of our pro-
posed routing algorithm can reduce by a couple dB compared
to the existing cooperative routing algorithms.
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APPENDIX A
According to the Kuhn-Tucker condition, the inequality

constraints can be converted to the equality constraints. We
set k = 2, ρs = ρ1, ρr = ρ2 Then, we have

P out
C =

1
2
d2

s,d(d
2
s,r +

ρ1

ρ2
d2

r,d)
(22R − 1)2

ρ2
1

= C

=⇒ 1 +
d2

r,dρ1

d2
s,rρ2

=
2Cρ2

1

d2
s,d(22R − 1)2d2

s,r

, (12)

We let d2
r,dρ1 = ρ̃1, d2

s,rρ2 = ρ̃2, then we can have the
following 1 + ρ̃1

ρ̃2
= 2Cρ̃1

2

d2
s,d(22R−1)2d2

s,rd4
r,d

.

We also assume 2Cρ̃1
2

d2
s,d(22R−1)2d2

s,rd4
r,d

= K. Finally, the
optimization problem can be simplified as

Minimize ρ̃1
d2

r,d
+ ρ̃2

d2
s,r

Subject to. 1 + ρ̃1
ρ̃2

= Kρ̃1
2

We assume Kρ̃1
2 − 1 = tan2 x = sec2 x− 1. Then

√
Kρ̃1 = sec x =⇒ ρ̃1 =

sec x√
K

. (13)

ρ̃1

ρ̃2
= tan2 x =⇒ ρ̃2 =

ρ̃1

tan2 x
=

cos x√
K sin2 x

. (14)

After that, we get ρ̃1
d2

r,d
+ ρ̃2

d2
s,r

= 1
d2

r,d

√
K cos x

+ cos x
d2

s,r

√
K sin2 x

.
Up to this step, we transform two variables into one variable.

If ρ1 + ρ2 can have the minimal value, then the first order of
ρ1 + ρ2 should be d(ρ1+ρ2)

dx = 0. Because 1√
K

is a constant,
the first order of ρ1 + ρ2 is equal to

d(ρ1 + ρ2)
dx

=
1

d2
r,d

(−1) cos−2 x(− sin x)

+
1

d2
s,r

[(− sin x) sin−2 x + cosx(−2) sin−3 x cos x] = 0

=⇒ sin x

d2
r,d cos2 x

=
1

d2
s,r

[
1

sin x
+ 2

cos2 x

sin3 x
]

=⇒ tan2 x =
d2

r,d

d2
s,r

+ 2
d2

r,d

d2
s,r

tan−2 x , (15)
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Define tan2 x = m, (15) equals to m − d2
r,d

d2
s,r
− 2 d2

r,d

d2
s,rm = 0.

Further assuming r = d2
r,d

d2
s,r

, we have m2 − rm − 2r = 0.

Then the roots are m = r±√r2+8r
2 . Since tan2 x > 0, m =

r+
√

r2+8r
2 .

Finally, the optimized SNR ratios for source and relay are

ρ1 =
ρ̃1

d2
r,d

=
1

d2
r,d

√
m + 1

K
, ρ2 =

ρ̃2

d2
s,r

=
1

d2
s,rm

√
m + 1

K
.

(16)
Consider the power P = ρN0RB and d̂ = dk/2, we get the
final result.
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