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Abstract— In this paper, we propose a novel iterative receiver
strategy for uncoded multiple-input, multiple-output (MIMO)
systems employing improper signal constellations. The proposed
scheme is shown to achieve superior performance and faster
convergence without the loss of spectrum efficiency compared to
the conventional iterative receivers. The superiority of this novel
approach over conventional solutions is verified by the simulation
results.

I. INTRODUCTION

Recent studies have shown that the use of multiple antennas
in a wireless communication system significantly improves the
system’s spectral efficiency, enables a growth in transmission
rate linear in the minimum number of antennas at either
end [1], [2], and improves link reliability and coverage [3].
However, the main problem for transmission over multiple-
input, multiple-output (MIMO) channels is the separation or
equalization of the parallel data streams. In order to exploit the
capacity and performance gains promised by MIMO, we must
deal with the co-antenna interference (CAI). It was shown
in [2], [4] that iterative (turbo) detection provides an effective
means to combat CAI and to approach the capacity offered
by the MIMO systems. In its original form, the iterative
receiver employs the maximum a posteriori probability (MAP)
algorithm [5], [6], which has a high computational com-
plexity that increases exponentially with the spatial diversity
and modulation orders. To reduce the complexity, a MIMO
turbo receiver based on soft interference cancellation was
proposed in [4], [7], [8]. The basic idea is to iteratively cancel
out the CAI with soft symbol estimates and suppress the
residual interference with a zero-forcing (ZF) or minimum-
mean-square-error (MMSE) filter. We call this method ’IC-
ZF/MMSE’ in the sequel. The main computational complexity
of this approach is incurred by the matrix inverse in the filter
coefficient computation, which is much simpler than the MAP
algorithm.

In this paper, we show that the existing iterative receiver
designs are sub-optimum for systems employing improper
modulation schemes and their performance can be improved
by exploitation of the improperness of signal constellation.
The proposed schemes are compared to their conventional
counterparts, and are shown to have superior performance
without any loss of spectrum efficiency.

Throughout this paper, (·)T denotes matrix transpose, (·)H

matrix conjugate transpose, (·)∗ matrix conjugate, E[·] expec-
tation, ‖·‖ Euclidean norm, ‖·‖F Frobenius norm, Tr(·) trace
operation, and IN an N × N identity matrix.

II. SYSTEM MODEL

We denote Nt, Nr as the number of transmit and receive
antennas, respectively. The transmitted symbol vector s =
[

s1 . . . sNt

]T comprises the transmit symbol of Nt parallel
data streams. These streams can be due to a parallel (layered)
encoding of a high-rate data signal, or they may belong to
different and independent users. The data symbols are assumed
to be uncorrelated and to have zero mean and identical energy
σ2

s , i.e., E[ssH] = σ2
sINt

. The received signal can be expressed
as

r = Hs + v =

Nt
∑

i=1

hisi + v ∈ C
Nr×1, (1)

where r =
[

r1 r2 . . . rNr

]T is the received signal vector;
v =

[

v1 v2 . . . vNr

]T denotes the complex additive
white Gaussian noise vector with zero mean and covariance
matrix σ2

vINr
, i.e., v ∼ CN (0, σ2

vINr
). The channel matrix

H ∈ C
Nr×Nt contains the complex channel gains between

every transmit and receive antenna pair, and hi is the ith col-
umn of H. We assume uncorrelated Rayleigh fading channel
model, and the channel coefficients are independent complex
Gaussian random variables.

Suppose the symbol sn is to be decoded. According to (1),
the received vector after interference cancellation is given as

rn = r − Hs̄n = H[s − s̄n] + v ∈ C
Nr×1, (2)

where rn is the interference canceled version of r, and

s =
[

s1 . . . sn−1 sn sn+1 . . . sNt

]T
;

s̄n =
[

s̄1 . . . s̄n−1 0 s̄n+1 . . . s̄Nt

]T
. (3)

The vector s̄n contains the soft estimate of the interference
symbols from the previous iteration. The derivation of s̄n will
be given later on.

Note that (2) represents a decision-directed iterative scheme,
where the detection procedure at the the pth iteration uses the
symbol estimates from the (p−1)th iteration. The performance
is improved in an iterative manner due to the fact that the
symbols are more accurately estimated (leading to better
interference cancellation) as the iterative procedure goes on.
For simplicity, the iteration index is omitted, whenever no
ambiguity arises.

In order to further suppress the residual interference in
rn, an instantaneous linear filter is applied to rn, to obtain
zn = wH

n rn, where the filter coefficient vector wn ∈ C
Nr×1
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is chosen by minimizing en = E{|wH
n rn − sn|

2} or en =

E{|wH
n (rn − v) − sn|

2}, respectively, under the MMSE and
ZF criteria. It can be derived as

wn = σ2
s [HVnHH + N0I]

−1hn for MMSE;

w′
n = σ2

s [HVnHH]−1hn for ZF. (4)

The matrix Vn ∈ R
Nt×1 is formed as

Vn = diag{var(s1) . . . var(sn−1) σ2
s var(sn+1) . . . var(sNt)]},

(5)

where var(sj) = E[|sj − s̄j |2]. Refer to [4], [7]–[10] for a
detailed description of this conventional algorithm.

III. IMPROVED ITERATIVE SOLUTION

The filter design shown in (4) is optimum for systems with
proper modulations, such as M -QAM and M -PSK (for which
E[ssT ] = 0). However, for the improper modulation schemes
considered in this paper, such as M -ary ASK, OQPSK (for
which E[ssT ] 6= 0), the above mentioned design criterion is
sub-optimum. We propose a new scheme based on an error
criterion defined by

en = Re{gH
n (H[sn − s̄n] + v)} − sn

= 0.5gH
n H[sn − s̄n] + 0.5(gH

n H)∗[sn − s̄n]

+ 0.5[gH
n v + (gH

n v)∗] − sn. (6)

Since only the real part of this output is relevant for the
decision in a system with an improper constellation, mini-
mization of the modified cost function in (6) will result in a
better estimator [11].

The modified MSE function can be written as follows

ηn = E[|en|
2] = 0.25σ2

s(gH
n HVnHHgn + gH

n HVnHT g∗
n

+ gT
n H∗VnHHgn + gT

n H∗VnHT g∗
n)

− 0.5σ2
s(gH

n hn + gT
n h∗

n + hH
n gn + hT

n g∗
n)

+ σ2
v(gH

n gn + gT
n g∗

n) + σ2
s .

Setting the partial derivative of ηn with respect to gn to
zero results in the following equation

2hn = HVnHHgn + HVnHT g∗
n +

σ2
v

σ2
s

gn. (7)

The above equation holds since
∂gH

n gn

∂gn

=
∂gT

n g∗
n

∂gn

= g∗
n;

∂gT
n h∗

n

∂gn

=
∂hH

n gn

∂gn

= h∗
n;

∂gH
n hn

∂gn

=
∂hT

n g∗
n

∂gn

= 0,

∂gH
n HVnHHgn

∂gn

= (HVnHHgn)∗;

∂gH
n HVnHT g∗

n

∂gn

= 0;

∂gT
n H∗VnHHgn

∂gn

= [H∗VnHH + (H∗VnHH)T ]gn

= 2H∗VnHHgn;

∂gT
n H∗VnHT g∗

n

∂gn

= H∗VnHT g∗
n;

Denoting

HVnHH = Ar + jAi; gn = gr + jgi;

HVnHT = Br + jBi; hn = hr + jhi, (8)

then Equ. (7) can be reformed as

2hr + 2jhi =

(Ar + jAi)(gr + jgi) + (Br + jBi)(gr − jgi) + ξ(gr + jgi)

= (Argr − Aigi) + j(Argi + Aigr)

+ (Brgr + Bigi) + j(Bigr − Brgi) + ξgr + jξgi

= (Argr − Aigi + Brgr + Bigi + ξgr)

+ j(Argi + Aigr + Bigr − Brgi + ξgi),

where ξ =
σ2

v

σ2
s

. The real and imaginary parts of the vector 2h
can be expressed separately as

2hr = Argr − Aigi + Brgr + Bigi + ξgr

= (Ar + Br + ξ)gr + (Bi − Ai)gi

2hi = Argi + Aigr + Bigr − Brgi + ξgi

= (Ai + Bi)gr + (Ar − Br + ξ)gi,

or in vector form as
[

2hr

2hi

]

=

[

Ar + Br + ξ Bi − Ai

Ai + Bi Ar − Br + ξ

] [

gr

gi

]

,

leading to the improved MMSE filter gn = gr + jgi, where
gr and gi are derived as

[

gr

gi

]

=

[

Ar + Br + ξ Bi − Ai

Ai + Bi Ar − Br + ξ

]−1 [

2hr

2hi

]

. (9)

The ZF solution is derived by minimizing the following
function with respect to gn

η′
n = 0.25σ2

s(gH
n HVnHHgn + gH

n HVnHT g∗
n

+ gT
n H∗VnHHgn + gT

n H∗VnHT g∗
n) + σ2

s

− 0.5σ2
s(gH

n hn + gT
n h∗

n + hH
n gn + hT

n g∗
n).

Following the same procedure as shown previously, we can
form the improved ZF filter as g′

n = g′
r + jg′

i, where g′
r and

g′
i are derived as

[

g′
r

g′
i

]

=

[

Ar + Br Bi − Ai

Ai + Bi Ar − Br

]−1 [

2hr

2hi

]

. (10)

Unlike the MMSE solution, the ZF filter does not need any
knowledge of the noise as shown by (10).

The computation of the improved filters gn and g′
n is

slightly more complex than the computation of the conven-
tional filters wn and w′

n in (4) due to the inversion of a di-
mension doubled matrix. However, once the filter coefficients
are derived, the proposed and the conventional systems have
exactly the same processing complexity in the receiver. There-
fore, the complexity increase by the improved schemes is not
significant compared to the conventional schemes, especially
in slow-fading channels for which the filter coefficients do not
need to be updated frequently.

In what follows, we use QPSK/OQPSK and 4-ASK systems
as example to demonstrate how the vector s̄n in (3) and the
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matrix Vn in (5) can be derived in order to carry out the
iterative process. The filter output can be expressed as

zn = gH
n rn = µnsn + νn,

where the combined noise and residual interference νn can be
approximated as a Gaussian random variable [12], i.e., νn ∼
CN (0, Nν). The parameters µn, Nν can be determined as [13]

µn = E{zns∗n} = gH
n E[rns∗n] = gH

n Crs;

Nη = µn − µ2
n, (11)

where Crs = E[rns∗n] = hn. After computing the values of
µn and Nν , the conditional probability density function (PDF)
of the filter output can be obtained as

f(zn|sn = sm) =
1

πNν

exp

(

−
|zn − µnsm|2

Nν

)

,

For QPSK/OQPSK and 4-ASK systems, each symbol sn

corresponds to two information bits, denoted as b0
n and b1

n.
For the 4-ASK system, the log-likelihood ratio (LLR) for the
first information bit b0

n can be computed as

λ(b0
n) = ln

f(zn|b
0
n = 0)

f(zn|b0
n = 1)

= ln
f(zn|sn = s0) + f(zn|sn = s3)

f(zn|sn = s1) + f(zn|sn = s2)

≈ ln
exp(−|zn − µns+

n |
2/Nν)

exp(−|zn − µns−n |2/Nν)

=
1

Nν

{|zn − µns−n |2 − |zn − µns+
n |

2}

=
1

1 − µn

Re{[2s+∗

n zn − µn|s
+
n |

2] − [2s−∗

n zn − µn|s
−

n |2]},

(12)

where s+ denotes the 4-ASK symbol corresponding to
max{f(zn|s0), f(zn|s3)}, and s− denotes the 4-ASK symbol
corresponding to max{f(zn|s1), f(zn|s2)} since the real part
of the symbols s0, s3 corresponds to 0, and the real part of
the symbols s1, s2 corresponds to 1 as shown in Fig. 1.

For the QPSK/OQPSK system, since all the signal candi-
dates have the same energy, i.e., |s0|2 = |s1|2 = |s2|2 = |s3|2,
the LLR value of b0

n can thus be simplified to

λ(b0
n) ≈

2

1 − µn

Re{s+∗
n zn − s−∗

n zn},

and the definition of s+ and s− is the same as described
previously. The LLR value for the second information bit can
be obtained in a similar manner as

λ(b1
n) = ln

f(zn|s0) + f(zn|s1)

f(zn|s2) + f(zn|s3)

≈











1
1−µn

Re{[2s+∗
n zn − µn|s

+
n |

2] − [2s−∗
n zn − µn|s

−
n |

2]};

for 4-ASK
2

1−µn
Re{s+∗

n zn − s−∗
n zn}; for QPSK/OQPSK

where s+ denotes the 4-ASK/QPSK/OQPSK symbol
corresponding to max{f(zn|s0), f(zn|s1)}, and s−
denotes the 4-ASK/QPSK/OQPSK symbol corresponding to
max{f(zn|s2), f(zn|s3)} since the imaginary part of the
symbols s0, s1 corresponds to 0, and the imaginary part of
the symbols s2, s3 corresponds to 1 as shown in Figs. 1
and 2.

PSfrag replacements

ψI(t)

s0s1 s2 s3

(0, 0)(0, 1)(1, 0) (1, 1)

Fig. 1. 4-ASK constellation and bit-to-symbol mapping.

PSfrag replacements

ψI(t)

ψQ(t)

s0s1

s2 s3

(0, 0)

(0, 1)

(1, 0)

(1, 1)

Fig. 2. QPSK/OQPSK constellation and bit-to-symbol mapping.

Since the a priori probability of each symbol Pr(sj) =
Pr(b

0
j )·Pr(b

1
j ) in an uncoded system, according to the symbol-

to-bit mapping shown in Figs. 1 and 2, we have

Pr(sj = s0) = Pr(b
0
j = 0) · Pr(b

1
j = 0)

Pr(sj = s1) = Pr(b
0
j = 1) · Pr(b

1
j = 0)

Pr(sj = s2) = Pr(b
0
j = 1) · Pr(b

1
j = 1)

Pr(sj = s3) = Pr(b
0
j = 0) · Pr(b

1
j = 1)

where

Pr(b
0
j = 0) =

eλ(b0j )

1 + eλ(b0
j
)
; Pr(b

0
j = 1) =

1

1 + eλ(b0
j
)

Pr(b
1
j = 0) =

eλ(b1j )

1 + eλ(b1
j
)
; Pr(b

1
j = 1) =

1

1 + eλ(b1
j
)

With the a priori probability of each symbol Pr(sj), the
soft estimate s̄j in the vector s̄n and the variance var(sj) in
the matrix Vn, respectively, can be calculated as [13]

s̄j = E{sj} =
3

∑

m=0

smPr(sj = sm);

var(sj) = E[|sj |
2] − |s̄j |

2,

where E[|sj |
2] =

∑3
m=0 |sm|2Pr(sj = sm).

IV. NUMERICAL RESULTS

We compare different iterative algorithms by applying them
to uncoded MIMO systems. The transmit power is set to
Ntσ

2
s = Nt, i.e., unit average transmit power is used for

each transmitted symbol. We assume uncorrelated Rayleigh
fading channel and the channel matrix is normalized such
that E[‖H‖2

F ] = 1. In Figs. 3 – 5, the number of antennas
are set to be Nt = Nr = 4; while in Figs. 6, Nr takes
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Eb/N0 [dB]
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R

Iterative ZF receiver, Nt=4, Nr=4

4ASK, Conv. IC−ZF

QPSK, Conv. IC−ZF

QPSK, OSIC−ZF

4ASK, Impr. IC−ZF

OQPSK, Impr. IC−ZF

Fig. 3. Performance comparison of different iterative IC-ZF receivers for
4-ASK, QPSK, OQPSK. The curves corresponding to the iterative schemes
are plotted at the 3rd iteration when the systems reach convergence.

the values 2, 3, 4, 5, and the number of transmit antennas is
fixed to Nt = 4. The employed modulation schemes are 4-
ASK, QPSK, OQPSK, which are chosen such that all the
systems have the same data transmission rate or spectrum
efficiency. The simulation results are averaged over at least
50,000 channel realizations.

Figs. 3 and 4 show the performance comparison of iterative
ZF and MMSE schemes for different systems. Direct imple-
mentation of the ZF scheme expressed by (10) leads to the
numerical problem caused by inversion of an ill-conditioned
matrix. However, the problem can be easily resolved by
Tikhonov regularization, and the regularization parameter is
chosen to be a very small number. The results are shown at the
3rd iteration since we have observed that it takes no more than
3 iterations for the iterative algorithms to reach steady state,
and further iterations do not yield noticeable performance
improvement. One can see from the figures that with the
conventional IC-ZF/MMSE algorithms, the QPSK modulated
system outperforms the 4-ASK system. The OQPSK system
with the improved schemes achieve significant performance
gains compared to all the other systems. The curves for the
OQPSK system with conventional schemes are omitted in the
figures since they are identical to that of the QPSK system
when conventional schemes are applied. By comparison, the
4-ASK system with the improved IC-ZF scheme performs
much better than the QPSK system with the conventional IC-
ZF scheme. However, in the MMSE case, the QPSK system
has better performance at low SNRs, while it is outperformed
by the 4-ASK system with the improved IC-MMSE scheme
at high SNR.

In Figs. 3 and 4, we also show the performance of the
ordered successive interference cancellation (OSIC) algo-
rithm [14], [15], and compare it with other schemes. The
principle of the OSIC is to decode the “strongest” signal
first, and cancel its contribution from the received signal,
then proceed to decode the “strongest” of the remaining
signal, and so on. The detection scheme is also referred to

5 10 15 20 25 30

10−5

10−4

10−3

10−2

10−1

Eb/N0 [dB]

BE
R

Iterative MMSE receiver, Nt=4, Nr=4

4ASK, Conv. IC−MMSE

QPSK, OSIC−MMSE

QPSK, Conv. IC−MMSE

4ASK, Impr. IC−MMSE

OQPSK, Impr. IC−MMSE

Fig. 4. Performance comparison of different iterative IC-MMSE receivers for
4-ASK, QPSK, OQPSK. The curves corresponding to the iterative schemes
are plotted at the 3rd iteration when the systems reach convergence.

5 10 15 20 25 30

10−5

10−4

10−3

10−2

10−1

Eb/N0 [dB]

BE
R

Iterative MMSE receiver, Nt=4, Nr=4

4ASK, Conv. IC−MMSE
4ASK, Impr. IC−MMSE

Fig. 5. Performance comparison of the iterative IC-MMSE schemes for the
4-ASK system.

as sequential nulling and cancellation. The optimal detection
order is from the strongest to the weakest signal in order to
minimize the error propagation from one detection step to the
next. The nulling operation can be performed by means of
ZF (OSIC-ZF) or MMSE (OSIC-MMSE). One can see from
the figures that under the ZF criterion, the QPSK system
with OSIC yields better performance than the conventional
QPSK and 4-ASK systems, however, it is outperformed by
the conventional QPSK system in the MMSE case, meaning
that successive interference cancellation is more vulnerable to
the error propagation problem (even with the optimal detection
order) than parallel interference cancellation with soft symbol
estimates. In all the cases, the OQPSK and 4-ASK systems
with the proposed iterative schemes yield much improved
performance than the QPSK system with OSIC.

In Fig. 5, we examine the performance of the iterative IC-
MMSE schemes for the 4-ASK system at different iterations.
The topmost curve represents the initial MIMO detection
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Eb/N0 [dB]

BE
R

Iterative MMSE receiver for 4ASK

Conv. (4 × 2)

Impr. (4 × 2)

Conv. (4 × 3)

Impr. (4 × 3)

Conv. (4 × 4)

Impr. (4 × 4)

Conv. (4 × 5)

Impr. (4 × 5)

Fig. 6. Performance comparison of the iterative IC-MMSE schemes for the
4-ASK system with different antenna setups. All the curves are plotted at the
3rd iteration when the systems reach convergence.

without interference cancellation. In this case, the soft symbol
estimate vector s̄n in (3) is initialized to zero. At subsequent
stages, the system switches to decision directed mode and
uses the soft symbol estimate from the previous iteration
to remove the effect of CAI. In addition to the superior
performance achieved by the improved scheme, we also notice
that the conventional system has to iterate 3 times to converge,
while only 2 iterations are needed for the system to reach
convergence with the improved IC-MMSE scheme. Therefore,
the proposed algorithm also leads to faster convergence for the
iterative MIMO receiver.

Fig. 6 shows the performance of the iterative IC-MMSE
schemes for the 4-ASK system with antenna configurations
of 4 transmit antennas and 2 to 5 receive antennas. In all the
cases, the proposed scheme shows clear superiority over the
conventional scheme, however, the performance gain becomes
smaller as the number of receive antennas increases, which
indicates that it is more advantageous to apply the proposed
scheme with fewer receive antennas than transmit antennas.
Interestingly, the performance of the proposed scheme in 4×2,
4× 3, 4× 4 systems is comparable to that of the conventional
scheme in 4 × 3, 4 × 4, 4 × 5 systems, respectively. This is
equivalent to saying that the proposed scheme has the effect
of increasing receive diversity order.

V. CONCLUSIONS

In this paper, we propose a novel iterative receiver for
MIMO systems, which is derived by optimization of modified
cost functions for improper constellations. The numerical re-
sults reveal that the proposed schemes for the systems with im-
proper constellations achieve superior performance and faster
convergence than the conventional systems with both improper
and proper constellations, and the performance advantages are
more obvious in the situation when the number of receive
antennas is less than the number of transmit antennas. The
proposed iterative receiver strategy provides a reliable and

practical solution to high data-rate transmission for wireless
communications.
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