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Abstract—To date, most studies on spam have focused only
on the spamming phase of the spam cycle and have ignored
the harvesting phase, which consists of the mass acquisitioof
email addresses. It has been observed that spammers conceal | Webpage [~ Harvester | ——+ Spamserver ——+ Recipient
their identity to a lesser degree in the harvesting phase, si
may be possible to gain new insights into spammers’ behavior
by studying the behavior of harvesters, which are individuds or ~ Fig. 1. The path of spam: from an email address on a web page to a
bots that collect email addresses. In this paper, we reveabsial ~ecipients inbox.
networks of spammers by identifying communities of harvesrs
with high behavioral similarity using spectral clustering. The data
analyzed was collected through Project Honey Pot, a distristed  email addresses. For every spam email received at a trap emai
system for monitoring harvesting and spamming. Our main ,q4ress the Project Honey Pot data set provides us with the
findings are (1) that most spammers either send only phishing . . .
emails or no phishing emails at all, (2) that most communitie P addre§s of t.h_e harvester that acquired the reC|p|entt£Iem_
of spammers also send only phishing emails or no phishing address in addition to the IP address of the spam serverhwhic
emails at all, and (3) that several groups of spammers within is contained in the header of the email. Spammers make use of
communities exhibit coherent temporal behavior and have shilar  hoth harvesters and spam servers in order to distributel@mai
IPaddresses. Our findings reveal some previously unknown y, recinients, but the IP address of the harvester that eegjui
behavior of spammers and suggest that there is indeed social L) . . . L
structure between spammers to be discovered. the reC|p|enj[s email address is typically unknown; it |dwn

through Project Honey Pot that we are able to uncover it. The

I. INTRODUCTION Project Honey Pot data set is described in detail in Seflon |

Previous studies on spam have mostly focused on studyindbro_JeCt H?”?y Pot hgppen; t‘? be_ an ideal data source for
its content or its source. Likewise, currently used angirsp StudYing phishing emails. Phishing is an attempt to fraudu-

methods mostly involve filtering emails based on their conte!€Nty acquire sensitive information by appearing to repr
or by their email server IP address. More recently, thepetrustworthy entity. It is impossible for a trap email adsiréo,

have been studies on the network-level behavior of Spammg}gexample, Sign up for_a Pa_yPa_ll ac_:co_unt, S0 aI_I ema|I§ Sup-
[, [2]. However, very little attention has been devoted tBosedIy received from financial institutions can immedjate

studying how spammers acquire the email addresses that tHSf'aSSiﬁed as phishing emails. We investigate the prevale

send spam to, a process commonly referred to as harvestmg{%h'smng emails and their distribution among harvesters

Harvesting is the first phase of the spam cycle; sending the'Ve 100k for community structure within the network of
spam emails to the acquired addresses is the second phB&E/esters by partitioning harvesters into groups such tha
Spammers send spam emails using spam servers, whicthF'_e harv_est_ers in each group exhibit high behavioral simi-
typically compromised computers or open proxies, both {grity. This is a clustering problem, and we adop'F a method
which allow spammers to hide their identities. On the oth&emmonly referred to as spectral clustering. Identifyioge
hand, it has been observed that spammers do not make TH&NY structure not only reveals groups of harvesters that
same effort to conceal their identities during the harvesti have high behavioral similarity but also groups of spammers

phasel[[3], indicating that harvesters, which are indivisua WhO may be socially connected, due to the close relation
bots that collect email addresses, are closely related go BftWeen harvesters and spammers. We provide an overview of

spammers who are sending the spam emails. The harvester$gfftral clustering in Sectiénlill, and we discuss our oiwic
spam server are the two intermediaries in the path of spafh,Pehavioral similarity measures in Sectior IV.

Spammer

illustrated in Fig[l. Our main findings are as follows:
In this paper we try to reveal social networks of spammers1) Most harvesters are either phishers or non-phishers
by identifying communities of harvesters using data frorthbo (Section[dl). We find that most harvesters either send

phases of the spam cycle. The source of the data analyzed in only phishing emails or no phishing emails at all (we
this paper is Project Honey Patl [4], a web-based network for  define what it means for a harvester to send an email in
monitoring harvesting and spamming activity by using trap  Section).
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2) Phishers and non-phishers tend to separate into different
communities when clustering based on similarity in
spam server usage (Section V-Ahat is, phishers tend
to associate with other phishers, and non-phishers tend to
associate with other non-phishers. In particular, phsher
appear in small communities with strong ties, which 0 10 20 30 40 50 60
suggests that they are sharing resources (spam servers) Months from October 2004
with other members of their community.

3) Several groups of harvesters have coherent temporal
behavior and similar IP addresses (Section V-B).
particular, we identify a group of ten harvesters that send

extremely large amounts of spam and have the samytbreak in October 2006[5]; thus we will focus our analysis

/24 IP address prefix, which happens to be owned byaéound this time. We refer readers id [3]] [4] for additional

rogue Internet service provider. This indicates that the§§'ails on Project Honey Pot.

These findings suggest that spammers do indeed form so&%lnOt know the identity of the spammer who sent a particular

networks, and we are able to identify meaningful commumitieema'l’ We can assqmate the email either to the spam selz_Mer Fh
was used to send it or to the harvester that acquired thei+ecip

Il. PROJECTHONEY POT ent's email address. A previous study using the Project one

Project Honey Pot is a distributed system for monitoringOt data set has suggested that the harvester is more ldkely t
harvesting and spamming activity via a network of decdye associated with the spammer than the spam server [3], so
web pages with trap email addresses, known as honey p#(. associate each email with the harvester that acquired the
These trap addresses are embedded within the HTML souf@gipient’s email addresdn particular, this is different from
of a web page and are invisible to human visitors. Spammétgdies([1],[2], which did not involve harvesters and irojtly
typically acquire email addresses either by browsing wedssi associated emails with the spam servers that were used to
and looking for them or by running automated harvesting bot€nd them. Note that we are not assuming that the harvesters
that scan the HTML source of web pages and collect em&fle the spammers themselves. A harvester may collect emalil
addresses automatically. Since the trap email addresghe inaddresses for multiple spammers, or a spammer may use
honey pots are invisible to human visitors, Project Honety peultiple harvesters to collect email addresses. Thus, wieen
is trapping only the harvesting bots, and as a result, thisés Say that a particular harvester sends an email, we mean that a
only type of harvester that we investigate in this paper. ~ SPammer who obtained an address collected by this harvester

Each time a harvester visits a honey pot, the centraliz€8Nds an emaillo summarize, we are associating emails with
Project Honey Pot server generates a unique trap email Rarvesters and trying to discover communities of harvester
dress. The harvester's IP address is recorded and sentVfich are closely related to communities of actual spammers
the Project Honey Pot server. The email address embeddeds mentioned previously, Project Honey Pot is an ideal data
into each honey pot is unique, so a particular email addregggurce for studying phishing emails because the trap email
could only have been collected by the visitor to that pakicu addresses cannot sign up for accounts at financial institsiti
honey pot. Thus, when an email is received at one of tia@d other sources that phishing emails fraudulently remes
trap addresses, we know exactly who acquired the addre¥ste that this is not possible with legitimate email addesss
These email addresses are not published anywhere besilesvitich may receive legitimate emails from these sourcegeSin
honey pot, so we can assume that all emails received at thageknow that any email mentioning such a source is a phishing
addresses are spam. email, we can classify each email as phishing or non-phishin

As of February 2009, ove35 million trap email addresses, based on its content. We classify an email as phishing if its
39 million spam servers, and9,000 harvesters have beensubject contains a commonly used phishing word. The list of
identified by Project Honey Pdtl[4]. Honey pots are located Btich words was built using common phishing words such as
over119 countries. The total number of emails received at th@assword” and “account” and includes those found in a study
trap email addresses monitored by Project Honey Pot is showh phishing [6] and names of large financial institutionst tha
by month in Fig[2, starting from its inception in October 200 do business on-line such as PayPal and Chase.

The number of emails received have been normalized by thdn general we find that a small percentage of the spam
number of addresses collected to distinguish between groweceived through Project Honey Pot consists of phishing
of Project Honey Pot and an increase in spam volume. Octoleenails. As of February 2008,5% of the spam received was
2006 is a month of particular interest. Notice that the numbphishing spam. We define a phishing level for each harvester
of emails received in October 2006 increased significanths the ratio of the number of phishing emails it sent to thal tot
from September 2006 then came back down in Novembmumber of emails it sent. An interesting finding is tmaost
2006. This observation agrees with media reports of a spdwarvesters either send only phishing emails or no phishing

October 2006

0.5

Emails per address

Fig. 2. Number of emails received by month per address t¢ellec



emails at all In particular,14% of harvesters have a phishingB. Finding a near global-optimal solution

level of 0.9 or higher while77% have a_phishing level af.1 Unfortunately, maximizingk Nassoc is NP-complete even
or lower, with only 9% of harvesters in between. Thus W&, rr — 9 as noted in [8] so we turn to an approximate

can label all harvesters as phishers or non-phishers basedRthod. Define the degree matrix = diag(W1,,) where

the_ir phishing level. We label a harvester as a phisher if i@ﬁag(-) creates a diagonal matrix from its vector argument,
phishing level exceeds5. As of February 2009, abou8% of 54 1, is a vector ofM ones. Rewritdinks and deg as
harvesters were labeled as phishers. We note that phigheds s

less emails on a per-harvester basis than non-phisherajyas o links(V;, Vi) = x;,7 Wx5 (4)
3.5% of emails received were phishing emails as mentioned deg(V;) = x;7 Dx;. (5)
earlier. The labeling of harvesters as phishers or nonhphés

will be used later when interpreting the clustering results We can formulate theKNassoc maximization problem as

follows:
IIl. OVERVIEW OF SPECTRAL CLUSTERING
K

In this paper, we employ spectral clustering to identify maximize KNassoc(X) — iZXiTWXi ©)
groups of harvesters with high behavioral similarity. We K p x;T Dx;
choose spectral clustering over other clustering teclasqu subject to X & {0 1}MxK )
because of its close relation to the graph partitioning |emb ’
of minimizing the normalized cut between partitions, whish Xlg = lu. (8)

a natural choice of objective function for community det@tt Ag mentioned earlier, finding the optimal partition matfix

as discussed in [7] where it is referred to as conductance. i g, NP-complete problem. A near global-optimal solution

A. The graph partitioning problem can be found by first relaxing a transformed version of

We represent the network of harvesters by a weightgbto the continuous domain and finding the optimal contirsiou
undirected graph = (V,E, W) where V is the set of partition matrix by solving a generalized eigenvalue peotl

vertices, representing harvestefis the set of edges between' his is followed by solving a discretization problem where
vertices: andiV — [wij]M is the matrix of edge weights the closest discrete partition matrix to the optimal camndins

- cl scr (
with w;; indicating the szimilarity between harvestérand ;. part|t|on. matrix is sought. We refer interested readers9jo [
The choice of similarities is discussed in Secfioh W.is the for det;uls on this method, commonly referred to as spectral
adjacency matrix of the graph and is also referred to in tif&Stering.

literature as the similarity matrix or affinity matrid/ = |V| C. Choosing the number of clusters

is the total number of harvesters. The total weights of edges

between two sets of vertices, B c V' is defined by As with most clustering glgorithms, t.he proper choice_ of
K, the number of clusters, is unknown in spectral clustering.
links(A, B) = Y Y wij, (1) A useful heuristic particularly well-suited for choosidg in
i€AjeB spectral clustering problems is the eigengap heuristie.gidal
and the degree of a set is defined by is to chooseK such that the highest eigenvalugs ..., Ax
deg(A) = links(A, V). @) of the adjacency matri¥}” are very close td but Ax i is

relatively far away froml. This procedure was justified in [110]
Our objective is to find highly similar groups of verticesand is used to choosE in this paper.

in the graph, which represent harvesters that behave in a
similar manner. This is a graph partitioning problem, and ou IV. METHODOLOGY

objective translates into minimizing similarity betweengps, A social network is a social structure composed of nodes,

maximizing similarity within groups, or preferably botheL 3|so known as actors, and ties, which indicate the reldtipss

the groups be denoted by, V3,...,Vk where K denotes petween nodes. We cannot observe direct relationships be-
the number of groups to partition the graph into. We represefyeen harvesters (the actors), so we use indirect reldtipss

the graph partition by an\/-by-K partition matrix X. Let a5 the ties. We explore two types of ties in this paper. Each

X = [x1,X2,...,xk] Wherez;; = 1 if harvesteri is in  type of tie corresponds to a similarity measure for choosing

clusterj andz;; = 0 otherwise. We adopt the normalized cuthe edge weights);;, which indicate the behavioral similarity
disassociation measure proposed.in [8]. One favorablegptpp petween harvesters.

of this measure is that m|n|m|Z|ng the normalized cut betwee Note that the network may evolve over time so we need

groups simultaneously maximizes the normalized assodiatio choose a time frame for analysis that is short enough so
within groups. Thus we attempt to minimize the normalizeghat we should be able to see this evolution if it is present
cut_ by_maxw_mzmg the normalized association within graupget long enough so that we have a large enough sample for
which is defined by the clustering results to be meaningful. There is no clear-
| X links(V;, V;) cut me'Fhod for choosing the time frame. As a starting point,
KNassoc(X) = — Y ——=5 (3) we split the data set by month and analyze each month
K « deg(V;) .
i=1 independently.



A. Similarity measures normalize S to form a normalized matrix of pairwise simi-
o ;=172 —1/2 . . .
In this paper, we study two measures of behavioral sin4f1-‘m'e_s_s = Dy _SDS » WhereDs is a dlagon_al ma’an
larity: similarity in spam server usage and temporal siritifa consisting of the diagonal elements of S. We can interpist th

For both of these similarity measures, we create a coincimler{inaI normalization as a scaling of the edge weights.between
matrix H as an intermediate step to the creation of thléarvesters such that each harvester’s self-edge has ugtitwe

adjacency matri¥V, which is discussed in SectiGnTv-B. The ' Nis ensures t_hat_ each harvester is_ equally important Is_ecau
choice of similarity measure is crucial because it deteemin’/® have no prior information on the importance of a particula

the topology of the graph. Each similarity measure providgé‘rves'{er in the ne'.[work. o
a different view of the social network, so a poor choice W€ creaté an adjacency matfik describing the graph by

of similarity measure may lead to detecting no communiﬁPnr_'eCting the harvesters together according to theirasimi
structure if harvesters are too similar or too dissimilar. ties in S”. There are several methods of connecting the graph,

1) Similarity in spam server usagaVe note that harvestersinCIUding k-nearest neighbors and the fully-connected graph.

typically send emails through multiple spam servers so coVe opt for thek-nearest neighbor method, which translates

mon usage of spam servers is one way to link harvestefdC connecting each node to its neighbors with Ahbighest

Consider a mixed network of harvesters and spam SerV§|,r%1ilarities. This is the recommended choicelinl[10] anéss|
vulnerable to improper choices of the connection parameter

described by thé\/ x N coincidence matrix{ = [hij]A'f’N, : . :
7 =1" (in this case, the value of). It also results in a sparse

where M is the number of harvesters aid is the number \" . . .
of spam servers. We choosg; = pi;/ (d;¢;) € [0, 1] where adjacency matrix, which speeds up computations and makes
' RN X the graph easier to visualize. Unfortunately, there arewaty

p;; denotes the number of emails sent by harvestasing i e e
spam serveyj, d; denotes the total number of emails sent (b wd_elmes on how to choosie A h_eurlst|c suggested in_[10],
: otivated by asymptotic results, is to chodse- log M. We

all harvesters) through spam seryemande; denotes the total . . i . .
) gh sp ve i use this choice ofk as a starting point and increageas

number of email addresses harvestdras acquiredd; is a : e . .
normalization term that is included to account for the vizia "€C€SSary to avoid artificially disconnecting the graph.

in the total number of emails sent through each spam server.
For example, a harvester that sent four emails through a spam
server which only sent four emails total should indicate @imu  We present visualizations for our clustering results from
stronger connection to that spam server than one that s@mtober 2006, which is a month of particular interest as
four emails through a spam server which sent one thousatsted in Sectiofi]l. The visualizations were created usireg t
emails total.e; is also a normalization term to account foforce-directed layout in Cytoscape [11]. Key statisticstiod

the variation in the number of email addresses each harvesfigstering results over a period of one year starting in July
has acquired, based on the assumption that harvestersisengi0@6 are presented irmonth intervals in tables.

equal amount of spam to each address they have acquired. We

can interpret;; asharvesteri’s percentage of usage of spamA. Similarity in spam server usage

serverj per address it has acquired’he similarity between
two harvesters; andi, is the inner product between rows
andiy of H.

V. RESULTS

The graph created using similarity in spam server usage
usually consists of a large connected component and many
L . . small connected components. The small components arg easil
_2) Temporal similarity: Harvesters that exhibit high sim- o,qnized as clusters, while the large component is divide
ilarity in their temporal behavior may also indicate a sbmqmo multiple clusters. In Fid]3 we show the social netwofk o
connection, so another possibility for linking harvestisrdy harvesters, connected using similarity in spam serverajsag
their temporal spamming behavior. We look at the timestam%m October 2006. The shape and color of a harvester
_Of all ema|ls_ sent by a pa_rtlcu_lar harveste_r a_nd _b'n themdicates the cluster it belongs to. The eigengap heuristic
into 1-hour intervals, resulting in a vector indicating how, q4ests that the large connected component should bedivid
many emalils a harvester sent in each interval. Doing this fgk, 6, ciusters, but to make the figure easier to interpret, we
all of the harvesters, we get another coincidence maffix , oqent g clustering result that divides the large componen
but with the columns representing time (irhour intervals) into 7 clusters. We also remove connected components of

rather than spam servers. The entnesl_Lbfare hij = Sij/e% less than ten harvesters. These modifications were made for
yvh(;re 5111 d_enotgs thelnumier_ofde?allj sené t;y h""rve""\Fer\/isualization purposes only. In our analysis, and in palic
in the jth time interval, ande; is defined as before. Againpen calculating the validation indices we present late, w

we normalize by the number of email addresses acquired B the number of clusters suggested by the eigengap feurist
no other normalizations are necessary because the colurgﬂa include all small connected components

represent time, which does not vary for different harvester Notice that the majority of harvesters belong in a large-clus

ter with weak ties, which is a subset of the large component.
Meanwhile there exist several smaller clusters with strieg

From the coincidence matri¥/ we can obtain an un- some of which are connected to the large cluster. Each cluste
normalized matrix of pairwise similarite§ = HHT. We represents a community of harvesters that happen to use the

B. Creating the adjacency matrix



TABLE |
VALIDATION INDICES FOR CLUSTERING RESULTS

Year 2006 2007
Month July | October || January| April July
Rand index 0.923 0.954 0.942 0.964 | 0.901
Adj. Rand index || 0.821| 0.871 0.810 | 0.809 | 0.649

and in the same clustdr,js the number of pairs with the same
label but in different clusters; is the number of pairs with
different labels but in the same cluster, afds the number

! . o of pairs with different labels and in different clusters. ARl

Fig. 3. Social network of harvesters formed by similarityspam server . . .
usage in October 2006 (best viewed in color). The color amspstof a iNdex of 0 indicates complete disagreement between clusters

harvester indicate the cluster it belongs to. and labels, and a Rand index bfndicates perfect agreement.
N The adjusted Rand index is corrected for chance so that the
& Omﬁ:% range is[—1, 1] with an expected index of for a random

clustering result.

In this clustering problem, the Rand index indicates how
well phishers and non-phishers divide into phishing and-non
phishing clusters, respectively. The adjusted Rand inddi i
cates how well phishers and non-phishers divide compared to
the expected division that a random clustering algorithmlaio
produce. Both indices are shown in Table | for five months.
Note that the clustering results have excellent agreemiht w
the labels, and the agreement is much higher than expected
by chance. The division between phishers and non-phishers
Fig. 4. Alternate view of social network pictured in Fid. 3heve the color is not perfect, as there are some phishers belonging in non-
of a harvester corresponds to its phishing level. phishing clusters and vice-versa, but the high adjusteddRan

index indicates that this split is highly unlikely to be dwe t
S ) chance alone. Hence we have found empirical evidence that
same resources (spam servers), indicating that thereriergst phishers tend to form small communities with strong ties,

Iikelihoqd that these ha_lrvesters are working together. suggesting that they share resources (spam servers) betwee
As with any clustering problem, the results need t0 B&ampers of their community.

validated. If common usage of spam servers indeed indicates
social connections between harvesters, perhaps we can @dremporal similarity

some other property that is consistent within clusters.aRec Unlike the graph created by similarity in spam server usage,

from Section[dl that harvesters can be classified as eitt}ﬁr h db | similarity | I e
phishers or non-phishers. In F{g. 4 we show the same so a7 grap created by tempora similarity Is usually coneect

T y ) . ﬁn Fig.[3 we show the social network of harvesters, connected
network colored by phishing level, as defined in Secfidn |

rather than cluster. Note that each of the clusters consiszEs!ng temporal similarity, from October 2006, where aghin t

. . . . Shiape and color of a harvester indicates the cluster it belon
almost entirely of phishers or almost entirely of non-pkish o . . . o o
i . . to. Any similarity in color with Fig[3 is coincidental; Fil
In particular, phishers appear to concentrate in smalltetas . i .
. . . o represents a completely different view of the social nekwor
with strong ties. This observation is further enhanced when

. . ; and provides different insights.
clustering using64 clusters as suggested by the eigengap I . .
- - . .2~ Unfortunately we do not have validation for this clustering
heuristic. Thus, phishing level appears to be consistetttinvi

clusters. We consider a cluster as a phishing cluster if;ﬁsﬂfmﬁgri? ?r:osba;nfcsé?vgrisgeedll?lovvngerprt])lsr}:)nc?ki:]evit
contains more phishers than non-phishers and as a nPnr— y P ge. y looKing

- . emporal spamming plots of the small clusters, we find some
phishing cluster otherwise.

Using phisher or non-phisher as a label for each harvestltgf;al valldatlon._ Namely, we see groups of harvesters_m the
we compute the Rand index and adjusted Rand indek [1 h?e cluster W'th extr_emely coherent temporal spamming be-
both commonly used indices used for clustering validatio wo; we ngtlﬁe thl‘;t lndrgany of thlese grtgupl)s, the harvta_ester
The Rand index is a measure of agreement between clusteﬁllnsgo ave simuar addresses. In particuiar, we notice a
results and a set of class labels and is given by group of ten harvesters that have extremely coherent teahpor
spamming patterns and have the same /24 IP address prefix,
Rand index= atd 9) namely 208.66.195/24, indicating that they are also in #mees
atb+c+d physical location. In Fid.]5 they can be found in the lightegre
wherea is the number of pairs of nodes with the same labeluster of triangular nodes at the top right of the network.




Fig. 5. Social network of harvesters formed by temporal lsirity in October
2006 (best viewed in color). The color and shape of a harvéstiicate the
cluster it belongs to.

TABLE Il

that phishers tend to form small communities with strong
ties. We also discovered several groups of harvesters with
extremely coherent temporal behavior and very similar IP
addresses, indicating that these groups are close geacaiiph

in addition to socially.

Note that the two similarity measures we studied provided
us with different views of the social networks of harvesters
and we gained useful insights from both of them. All of our
findings are empirical; however, we believe that they reveal
some previously unknown behavior of spammers, namely that
spammers do indeed form social networks. Since harvesters
are closely related to spammers, the discovered commsinitie
of harvesters are closely related to communities of spammmer
If we further hypothesize that harvesters are the spammers
themselves, then the discovered communities of harvesters

AVERAGE TEMPORAL CORRELATION COEFFICIENTS 0208.66.195/24
GROUP OF TEN HARVESTERS

correspond exactly to communities of spammers. Identfyin

communities of spammers allows us to fight spam from a new

Year 2006 2007
Month July | October || January| April July
Pavg 0.980 | 0.988 0.950 | 0.949 | 0.935

perspective—by using spammers’ social structure.
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heaviest harvesters, in terms of the number of emails sent, i
every month since then. The average correlation coeffigien
paveg DEtWEEn two harvesters in this group are listed in Tabl
[ for five months. Notice that their average correlation coq{2]
efficients are extremely high and strongly suggest that they
are working together in a coordinated matter. Also note thag,
their behavior is still highly correlated more than a yedeiaf

they first appeared. Furthermore, we discover that they have
high temporal correlation in the harvesting phase; thahisy [4]
collect email addresses in a very similar manner as well. We
would certainly expect them to belong to the same clustef!
which agrees with the clustering results. Hence we beIievS
that this group is either the same spammer or a community of
spammers operating from the same physical location. 1

1]

VI. CONCLUSIONS

In this paper, we revealed social networks of spammellé]
by discovering communities of harvesters from the data col9]
lected through Project Honey Pot. Specifically, we clustere[lo]
harvesters using two similarity measures reflecting thei b
havioral correlations. In addition, we studied the disttibn [11]
of phishing emails among harvesters and among clusters. We
found that harvesters typically send either only phishimgits
or no phishing emails at all. Moreover, we discovered thaw]
communities of harvesters divide into communities of mostl

. . : 13]
phishers and mostly non-phishers when clustering acogrd§n
to similarity in spam server usage. In particular, we obsdrv
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