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Abstract

In this paper, we study the state-dependent two-user @rar€e channel, where the state information is non-
causally known at both transmitters but unknown to eithethefreceivers. We propose two coding schemes for the
discrete memoryless case: simultaneous encoding for trensssages in the first one and superposition encoding
in the second one, both with rate splitting and Gel'fandsRém coding. The corresponding achievable rate regions
are established.

I. INTRODUCTION

The interference channel (IC) models the situation whevers¢independent transmitters communicate with their
corresponding receivers over a common channel. Due to #redimedium, each receiver suffers from interferences
caused by the transmissions of other transceiver pairs.ré&bearch of IC was initiated by Shannan [1] and the
channel was first thoroughly studied by Ahlswedk [2]. La@arleial [3] established an improved achievable rate
region by applying the superposition coding scheme[In i#dn and Kobayashi obtained the best achievable rate
region known to date for the general IC by utilizing simuktans decoding at the receivers. Recently, this rate
region has been re-characterized with superposition éngddr the sub-messagéed [5]J [6]. However, the capacity
region of the general IC is still an open problem except foesal special case51[4].1[7].][8].

Many variations of the interference channel have also beéediesl, including the IC with feedback][9] and
the IC with conferencing encoders/decodérs [10]. In thisgpawe study another variation of the IC: the state-
dependent two-user IC with state information non-caudaligwn at both transmitters. This situation may arise in
a multi-cell downlink communication problem, where twodrdsted cells are interfering with each other and the
mobiles suffer from some common interference (which canrbefother cells and viewed as state) non-causally
known at both base-stations. Notably, communication oteteslependent channels has drawn lots of attentions

due to its wide applications such as information embeddidj fnd computer memories with defedts1[12]. The
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corresponding framework was also initiated by Shannon 3, jlzhich established the capacity of a state-dependent
discrete memoryless (DM) point-to-point channel with @distate information at the transmitter. [n[14], Gel'fand
and Pinsker obtained the capacity for such a point-to-pmase with the state information non-causally known at
the transmitter. Subsequently, Codtal[15] extended Gel*Rinsker coding to the state-dependent additive white
Gaussian noise (AWGN) channel, where the state is an addiivo-mean Gaussian interference. This result is
known as the dirty-paper coding technique, which achiekiescapacity as if there is no such an interference. For
the multi-user case, extensions of the afore-mentioneensel were provided in [16]=[118] for the multiple access
channel, the broadcast channel, and the degraded Gauskigrchannel, respectively.

In this paper, we study the DM state-dependent IC with st#t@ination non-causally known at the transmitters
and develop two coding schemes, both of which jointly applte rsplitting and Gel'fand-Pinsker coding. In the
first coding scheme, we deploy simultaneous encoding forstiiemessages and in the second one, we deploy
superposition encoding for the sub-messages. The assbcahievable rate regions are derived based on the
respective coding schemes.

The rest of the paper is organized as follows. The channekirantt the definition of achievable rate region are
presented in Sectidn]Il. In Sectignllll, we provide two aehigle rate regions based on the two different coding

schemes, respectively. Finally, we conclude the paper ati@GdIV]

II. CHANNEL MODEL

Consider the interference channel as shown in Fig. 1, wherdéransmitters communicate with the corresponding
receivers through a common channel dependent on staiehe transmitters do not cooperate with each other;
however, they both know the state informatiSmon-causally, which is unknown to either of the receivemctc

receiver needs to decode the information from the respettnsmitter.

A. Notations

We use the following notations throughout this paper. Theloan variable is defined a& with valuez in a
finite setX. Let px (z) be the probability mass function of on X. The corresponding sequences are denoted by

™ with lengthn.

B. Discrete Memoryless Case

The state-dependent two-user interference channel isedefiy (X1, X2, V1, )2, S, p(y1, y2|21, 22, $)), Where
X1, Xo are two input alphabet sety);, ), are the corresponding output alphabet s8t$s the state alphabet set,
and p(y1, y2|z1, 22, s) is the conditional probability ofy;,y2) € Vi x)% given (x1,z2,s) € X1 xAXaxS. The

channel is assumed to be memoryless, i.e.,

n

Pyt yslat a8, s") = [ [ p(vris yailoni, ai, 50),
i=1

wherei is the element index for each sequence.
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Fig. 1. The interference channel with state information-nansally known at both transmitters

A (2nFa 2nf2 ) code for the above channel consists of two independent gesssts{1,2,---,2"%} and
{1,2,---,2"%2} two encoders that assign a codeword to each messagec {1,2,---,2"%f1} and my €
{1,2,---,2"%2} based on the non-causally known state informatiin and two decoders that determine the

estimated message®; andm, or declare an error from the received sequences.

The average probability of error is defined as:

n 1 . . .
Pe( ):m Z Pl’{ml#ml Orm2#m2|(m1,m2) IS Sen}, (1)
m1,ms2
where (m;,m2) is assumed to be uniformly distributed {n, 2, - - - , 271} x {1,2,...  2nf2],

Definition 1. A rate pair(R;, Ry) of non-negative real values is achievable if there exisej@ence of2" %+, 272 n)
codes withP{™ — 0 asn — co. The set of all achievable rate pairs is defined as the capaagion.

IIl. ACHIEVABLE RATE REGIONS FOR THEDM INTERFERENCECHANNEL WITH STATE INFORMATION

In this section, we propose two new coding schemes for the mibtierence channel with state information non-
causally known at both transmitters and present the asedcd@hievable rate regions. For both coding schemes, we
jointly deploy rate splitting and Gel'fand-Pinsker codirig the first coding scheme, we use simultaneous encoding

on the sub-messages, while in the second one we apply sigit@pancoding.

A. Simultaneous Encoding
Now we introduce the following rate region achieved by thstfaoding scheme, which combines rate splitting
and Gel'fand-Pinsker coding.

Theorem 1. For a fixed probability distributiorp(q)p(u1lg, s)p(vilq, s)p(uzlq, s)p(valq, s), let Ry be the set of
all non-negative rate tupléR1o, R11, Rao, Rae2) satisfying

Ru < I(Uy;U2|Q) + I(Ur, U2; VA|Q) + 1(Va; Y1 |Ur, U2, Q) — 1(V1;51Q), 2

R < I(U1;U2|Q) + I(Ur,Uz; Vi|Q) + I(Un; Y1[V1, U2, Q) — 1(U1; S|Q), (3)

Rio+ R < I(U;U2|Q) 4+ I(Ur, U2; Vi|Q) + I(Us, Vi; Yi|U2, Q) — 1(Ur; S|1Q) — 1(V1; S|Q), 4)

Rin4+ R < I(Un;U2|Q) + I(Ur, Uz; Vi|Q) + I(V1, Uz; Y1|Us, Q) — 1(V1; S|Q) — I(Uz; S1Q), (5)
Rio+ R0 < I(Uy;U2|Q) + I(Ur, U2; V1|Q) + I(Us, Uz; Y1 Vi, Q) — [(Un; S1Q) — 1(Uz; S|Q), (6)
Rio+ Ri1 + R0 < I(Ur;U2|Q) + I(Ur,U2; VA|Q) + I(Ur, Vi,U2; Y11Q) — I(Ur; S|Q) — I(V; S|Q) — I(Us; S|QYY)
Ros < I(UyUL|Q) + I(Uz, Ur; V2|Q) + I(Va; Ya|U2, Ur, Q) — 1(V2; S|Q), (8)



Ry < I(Uz;Uh|Q) + I(Uz, Ur; V2|Q) + 1(Us; Ya|Va, U, Q) — I(Us; S|Q), 9)

Rao + Roa < I(U2; Uh|Q) + I(Us, Uy; V2|Q) + 1(Uz, Va; Ya|Us, Q) — I(Us; S|Q) — 1(Vz; S|Q), (10)

Roz + Rio < I(U2;Uh|Q) + I(Us, U; Va|Q) + I(Va, Un; Ya|Uz2, Q) — 1(Va; S|Q) — I(Us; S|Q), (11)
Rog + R0 < I(U2; Uh|Q) + I(U2,Ur; Va|Q) + I(Uz, Uy Ya| V2, Q) — I(U2; S|Q) — I(Ur; S1Q), (12)

Rao + Ra2 + Rio < I(U2;Uh|Q) + I(Uz, Ur; V2|Q) 4+ 1(Uz2, V2, Un; Y2|Q) — I(Uz; S|Q) — I1(V2; S|Q) — I(Us; S|@13)

Then for any(R10, R11, R2o, Ra2) € R1, the rate pair(R19+ R11, Rao+ R22) is achievable for the DM interference
channel with state information non-causally known at bo@im$mitters.

Proof: In the achievable coding scheme for Theodein 1, the message gth transmitter is splitted into
two parts: the public message;, and the private message;;. Subsequently, thgth decoder tries to decode
the corresponding messages from the intending transnaittdrthe public message of the interfering transmitter.
Furthermore, Gel'fand-Pinsker coding is utilized to hefpttbtransmitters send the messages with the non-causal
knowledge of the state information. Here we presume thattbssage pairs are chosen uniformly on the message
sets for both transmitters.

Codebook generation: Fix the probability distributief)p(u1|q, s)p(v1 g, s)p(uzlq, s)p(va|q, s). Also define the

following function for thejth user that maps/; xV; xS to &:
zj; = Fj(uji, vji, 1),

wherei is the element index of each sequence.

Generate the time-sharing sequente~ [, pq(¢;). For thejth useru} (mjo, Ljo) is randomly and condition-
ally independently generated accordind{6_, py, o (ujilg:), formjo € {1,2,--- ,2"%} andlyo € {1,2,--- , 20},
Similarly, vi(m;;,1;;) is randomly and conditionally independently generatedeting to[ i, pv;|q(vjilg:), for
mj; € {1,2,---,2"%s} andly; € {1,2,---, 2%}

Encoding: To send the message = (m;jo, m;;), the jth encoder first tries to find the pa(i;o, ;) such that
the following joint typicality holds:(¢", u} (m;o, jo), s™) € 7/ and (¢", v} (myjz,155), ™) € 7™ If successful,
(q",uj(mjo,ljo), v} (myj,1;5), s") is also jointly typical with high probability, and thih encoder sends; where
the ith element iszj; = F;(uji(mjo,lj0),v;i(m;jj;,1;),s:). If not, the jth encoder transmits; where theith
element isx;; = Fj(uj;(mjo, 1), vj:(mjj, 1), ;).

Decoding: Decodet finds the unique message péiti1o,711) such that(q”,u’f(mw,Zlo),ug(mgo,igo),

v (g, ), yp) € T for somelyg € {1,2,- -+, 27Fio}, ringg € {1,2, -+, 27820} foo € {1,2,---,27F0}, and
i € {1,2,--- ,2"R/n}. If no such unique pair exists, the decoder declares an.dbexoder2 determines the
unique message palfia, 1ma2) IN @ similar way.

Analysis of probability of error: Here the probability ofrer is the same for each message pair since the
transmitted message pair is chosen with a uniform disiobubn the message set. Without loss of generality,
we assume1,1) for userl and (1, 1) for user2 are sent over the channel. First we consider the encodimg err

probability at transmittei. Define the following error events:

€ = {(qn,u? (1,110),5™) ¢ T™ for all l1p € {1,2,-- ,2"R’m}},



€ = {(qn,v;l (1,011),5") ¢ T™ for all 11 € {1,2,--- ,2"R’u}}.

The probability of the error everdt; can be bounded as follows:

i
271R10

T (1 ({t"at 0oy e 7))

l10=1

P(&1)

onRg
< (1 _ Q—W(I(U1;SIQ)+51(€)))

< eiQn(R/lo—I(Ul:S\Q)+61(e))

whered; (¢) — 0 ase — 0. Therefore, the probability of; goes to0 asn — oo if

10 = 1(U1; 51Q). (14)
Similarly, the probability of¢; can also be upper bounded by an arbitrarily small number asoco if

1= 1(V1;51Q). (15)

The encoding error probability at transmitteican be calculated as:

Pena = P (&1 U&) < P(&) + P(&),

which goes ta) asn — oo if (I4) and [I%) are satisfied.
Now we consider the error analysis at the decodeDenote the right Gel'fand-Pinsker coding indices chosen
by the encoders ad.19, L11) and (Lo, L22). Define the following error events:

€1 = {(q"ﬂff (1, L1o) ,ud (1, Lao) , o} (mar, l11) ,y}) € T for mas # 1, and somelll}7

g = {(a" 6} (1, L) 03 (1,120) ,0f (mar, 1) ,u) € T for may # 1, and somel, o # Lo f

£33 = {(qnﬂff (1,110) ,u3 (1, Lao) , v (mar, ), y1') € T for may # 1, and somély, o # L10}7

I {(q7zuy (1,010) ,ub (1, 120) , v} (man, ba) ,y}) € T for may # 1, and somdss, lio # Luo, lao # L20}7
T {(qmuy (mao, l0) ,ud (1, Lao) , 0 (1, L11) ,y7) € T for mao # 1, and somello}7

- {(q7zu¥ (Mo, l0) 1l (1, a0) , o} (1, L11) ,y7) € T for mio # 1, and soméio, lzo # L20}7

€15 = {(q",uy (M1, l10) , 1l (1, Lao) , o7 (1, 111) ,y7) € T™ for mio # 1, and soméio, l11 # Lu},

€ = {(q”,uf; (mao, lo) 1l (1, a0) s 0f (1,111) ,y7) € T™ for mao # 1, and somdio, lao # Lao, b # Lu},

&1 = {(qn,urlL (mao,l10) ,us (1, L2o) , 07 (ma1, b)) ,y7) € Tsn) for mio # 1, m11 # 1, and Somdlo,lu},

52 = {(qn,urlL (mao,l10) ,us (1,120) ,v7 (ma1, lin) ,y7) € Te(”) for mio # 1, mi1 # 1, and somdio, l11,l20 # Lgo},
fo1 = {(q",u? (1, L1o) , uy (mao, 120) , v} (max, 1), y}) € TS for mao # 1, may # 1, and somdzo,lu},

o2 — {(qn,u? (1, 110) s ul (Mo, lao) s 0F (mar, b1 ), yl) € T for mao # 1, may # 1, and soméao, L1y, lio # Lw},
fn = {(q",u? (M0, 110) , ub (mao, l2o) , vf (1, Li1),y}) € TS for mag # 1, mao # 1, and somdlo,lzo},

o = {(qm’f (mao, 1) , ul (mao, lao) , 07 (1,11),y7) € T™ for mag # 1, mao # 1, and someo, lao, 11 # L11}7
s = { (", ut (m1o,l10) ,usy (m20,l20), 01 (ma1,l11) ,91) € 7™ for mao #1, mao # 1, mi1 #1,

and someo, l2o, 11 }-



The probability of¢s; can be bounded as follows:

/
onR11  9Riy

P(&1) = Z Z P ({(qn7u711 (1, L1o) yuy (1, Lao) , oY (max,l11) ,y7) € Te(n)})
mi11=2 l11=1
< on(Ruthy) 3 p(a™)p(ul|d")p(ug|q™p(wy | plyy|uf, uf, q")
(q",u{‘,u?,v?,y{‘)ETgn)

on(Rii+Ry, ) 9—n(H(Q)+H(U1|Q)+H (Uz|Q)+H(Vi|Q)+H(Y1|U1,Uz,Q)— H(Q,U1,Uz,V1,Y1) =32 ()

IN

< 2n(R11+R’11)27n(I(U1;U2|Q)+I(U1,U2;V1|Q)+I(V1;Y1\U17U2.,Q)*52(E))7
whereds(e) — 0 ase — 0. Obviously, the probability thags; happens goes t0 if
Ri1 + R}y < I(U1;Us|Q) + I(Uy, U Vi |Q) + I(Vi; Y1|UL, Uz, Q). (16)

Similarly, the error probability corresponding to the lefror events goes t0, respectively, if

Rii + Ry, + Ry < I(Uy;Us|Q) + I(Ur, U Vi|Q) + I(Va, Us; Y1 |UL,Q),  (17)

R+ Ry + Ry, < I({U;U2|Q) 4+ I(Ur, Uy i|Q) + I(U1, Vi3 Y1|U2,Q),  (18)

Ri+ Ry + R, + Ry < I(U;02]Q) + I(Uy, Ug; Vi|Q) + 1(Uy, Vi, U Y1]Q),  (19)
Rio+ Ry < I(U;U:|Q)+ I(Ur,Uy; Vi|Q) + I(Ur; Y1|V1,U2,Q),  (20)

Rio+ Rig+ Ryy < I(U;U2|Q) + I(Ur, U2; Vi|Q) + I(Ur, Ug; V1| V1, Q),  (21)

Rig+ Rjg+ Ry, < I(Uy;U2|Q) + I(Ur, U VA|Q) + I(Ur, Vi3 Y1|U2, Q),  (22)
Rio+Rjg+ Ry + Ry < I(U;;02]Q) + I(Uy, Ugs Vi|Q) 4+ 1(Ur, Vi, U Y1]Q),  (23)
Rio+ R+ Ryg+ Ry < I(U;0Q)+ I(Uy, Ui Vi|Q) + I(Uy, Vi3 Y1|U2,Q),  (24)
Rio+ Rii + Rig + Ry + Ryy < I(UnsU2|Q) + I(Ur, Uz Vi|Q) + I(U, V1, U3 Y1|Q),  (25)
Rii+ Roo + Ry + Ryy < I(Un; U2|Q) + I(Ur, U Vi|Q) + I(Vi, U2s Y1|UL, Q). (26)
Rii+ Roo + Rig + Ry + Ryy < I(Un; U2|Q) + I(Ur, Uas V1|Q) + I(U1, V1, U2 Y1|Q),  (27)
Rig+ Rog + Ry + Ry < I(U;Us|Q) + I(Uy, Ua; VA |Q) + I(Uy, Us; Y1V, Q),  (28)
Rio+ Roo + Ry + Ry, + Ry < I(U;U2|Q) + I(Ur, Ug; VA|Q) + I(Ur, V1, Us; Y1|Q),  (29)
Rio+ Ri1 + Roo + Ry + Ry, + Ry < I(Uy; Us|Q) + (U, Ua; VA|Q) + I(Uy, V1, Us; Y1]Q).  (30)

Note that there are some redundant inequalitie§ ih (I8)-@d) is implied by [26);[(I8) is implied by (24)[ (P1)
is implied by [28); [2R) is implied by[(24)[(A9)_(RP3]._(2421), and [2P) are implied by (B0). By combining with
the error analysis at the encoder, we can recast the ratéraions [16){(3D) as:

Ru < I(Uy;U2|Q) + I(Ur, U2 V1|Q) + I(Vi; Y1|Ur, Us, Q) — 1(V1; S|Q),

Rig < I(U;U2|Q) 4+ I(Uy,Ua; Vi|Q) + I(U1; Y1 V1, Uz, Q) — I(Uy; S|Q),



Rig+ R < I(U;U2|Q) + I(Uy, Uz; Vi|Q) + I(Uy, Vi; Y1|Us, Q) — 1(Uy; S|Q) — I1(Vh; 51Q),

Rin+ Ry < I(U1; U2|Q) + I(Ur, Uz; i|Q) + 1(V1, U2 Y1|U1, Q) — 1(V1; 51Q) — 1(Uz2; S1Q),

Rio+ R < I(Un;U2|Q) + I(Un, U VA|Q) + I(Ur, Ua; Y1 V1, Q) — I(Un; S|Q) — 1(Uz2; S|Q),
Rio+Ru+Reo < I(U;U2|Q) + I(Ur, U2; Vi|Q) + I(Ur, Vi, Uas Y1|Q) — I(Uy; S|Q) — 1(Va; S1Q) — 1(Uz; S1Q).

The error analysis for transmitt@rand decode® is similar to userl and is omitted here. Correspondingly (8)
to (I3) show the rate constraints for userin addition, the right hand sides of the inequalities (2){@8) are
guaranteed to be non-negative when choosing the prolyadi$itribution. As long as{2) td_(13) are satisfied, the
probability of error can be bounded by the sum of the errobpbdity at the encoders and the decoders, which
goes to0 asn — oo. [ |

An explicit description of the achievable rate region carob&ined by applying Fourier-Motzkin algorithm on

our implicit description[(R)E(T3). We omit it here due to high complexity and the space limitation.

B. Superposition Encoding

We now present another coding scheme, which applies sugiggooencoding for the sub-messages. The achiev-

able rate region is given in the following theorem.

Theorem 2. For a fixed probability distributionp(q)p(u1|s, ¢)p(v1|u1, s, ¢)p(us|s, ¢)p(va|us, s, q), let Ry be the
set of all non-negative rate tuplgRio, R11, R20, R22) satisfying

Ru < I(U, Vi;U02|Q) + I(Vi; Y1|Uy, Uz, Q) — (Va5 S|UL, Q), (31)

Rig+Ru < I(U1,Vi;02|Q) + I(Ur, Vi; Y1|Us, Q) — I(Ur, Vi3 S1Q), (32)

R+ Ry < I(Uy, Vi;U2|Q) + 1(Vi, Uas Y1|UL, Q) — 1(Vi; S|U, Q) — 1(Uz; S|Q), (33)

Rio+ R+ Reo < I(U1,Va;U2|Q) + I(Un, V1, Uz Y1|Q) — 1(Un, V15 51Q) — 1(Us; S|Q), (34)
Roy < I(Uz, Va3 U1|Q) + I(Va; Y2 |Uz, U, Q) — 1(Va; S|Uz, Q), (35)

Rog+ Raa < I(Us, Vs Uh|Q) + I(Us, Va3 Y2 |Ur, Q) — 1(Ua, V23 S|Q), (36)

Ros + Rio < I(Uz, Vo; Uh|Q) + I(Va, Ur; Ya|Us, Q) — 1(Va; S|U2, Q) — 1(U1; S|Q), (37)

Roo + Roz + Rio < I(U2, Vo; Uh|Q) + (U2, Vo, Ur; Y2|Q) — I(Us, Vo; S1Q) — 1(Ur; S|Q). (38)

Then for any( Ry, R11, Roo, Ra2) € Ra, the rate pair(R10+ R11, Rao+ Ra22) is achievable for the DM interference

channel defined in Sectidd II.

Proof: Compared with the first coding scheme, the rate splittingcstire is also applied in the achievable
scheme of Theorem 2. The main difference here is that ingieaiinultaneous encoding, now the private message
m;; is superimposed on the public messagg for the jth transmitter. Gel'fand-Pinsker coding is also utilized t
help the transmitters send both public and private messages

Codebook generation: Fix the probability distributipty)p(u1|s, ¢)p(vi|ui, s, ¢)p(usa|s, ¢)p(valua, s, q). First
generate the time-sharing sequente~ [];_, pq(q:). For thejth useru} (mjo, ;o) is randomly and conditionally
independently generated accordind {4, pu, g (ujila:), for mjo € {1,2,--- 2"} andljo € {1,2, - - , 2o},
For eachu’ (mjo, Ljo), v} (mjo,ljo, mj;,1;;) is randomly and conditionally independently generatecbating to
11 pv, v, jilugi, i), for my; € {1,2,--+ ,27R} andly; € {1,2, -+, 2"},



Encoding: To send the message = (m;o,m;;), thejth encoder first tries to finto such thatq”, v’} (mjo, o), s") €
7™ holds. Then for this specifitio, find 1;; such that(q™, u”(mjo. Ljo), v (myo, Lo, m5, j;), s™) € T holds.

If successful, theith encoder sends] (mjo, Ljo, m;;,1;;). If not, the jth encoder transmits}’ (m;o, 1, m;;, 1).

Decoding: Decodet finds the unique message péifi o, m11) such that(q™, u? (1o, l10), u} (a0, I20),

VT (1o, bro, 111, B11), y7) € T for somelig € {1,2,- -+, 200} pigg € {1,2, -+, 27F20} Thg € {1,2, -+, 27Fa0},
andi; € {1,2,--- ,2”R'u}. If no such unique pair exists, the decoder declares an. @emoder2 determines the
unique message paffigg, 1maz) similarly.

Analysis of probability of error: Similar to the proof in Toeem[1, we assume messadel) and(1,1) are sent
for both transmitters. First we consider the encoding eprabability at transmittei. Define the following error
events:

¢ = {(q",u’f (1,00) ,s™) & T™ for all I € {1,2,--- ,2"R’w}},

¢ = {(q",u’f(mlo,llo),v? (1,010, 1,011), ™) & T™ for all I, € {1,2,---,2"%1} and previously found typicdho\g}.

The probability of the error ever§t can be bounded as follows:

271R/10
P = I (=P ({0 e 10 }))
l10:1
, 271R/10
< (1 B 2—n(I(U1;SIQ)+51(6)))
< e_2n(R’10—I(U1;S\Q)+5,1(6))

)

whered](e) — 0 ase — 0. Therefore, the probability o] goes to0 asn — oo if
10 = 1(U1; 51Q). (39)

Similarly, for the previously found typicdl, the probability of¢, can be upper bounded as follows:

P&) = Qﬁl (1_P({(qnvu?(1allo)av? (17110,1,111),5")eTe(")}))
=1

/

, 2nR11
(1 _ Qn(H<Q,U1,vl,s>—H<Q,U1,s>—H<v1\Ul,@—az(e)))

IN

, onfiiy
< (1 _ 27n(I(V1§S|U1,Q)+§2(E)))

_on(Ri; —1(V1:S|1U1,Q)+85())
)

<
whered,(e) — 0 ase — 0. Therefore, the probability of;, goes to0 asn — oo if
Ry > 1(V1;S|UL, Q). (40)
The encoding error probability at transmitteican be calculated as:

Pena = P(&i) + P(&é)v

which goes ta) asn — oo if (B9) and [40) are satisfied.



Now we consider the error analysis at the decodeDenote the right Gel'fand-Pinsker coding indices chosen
by the encoders ad.19, L11) and (Lo, L22). Define the following error events:

&y = {(q"m/f (1, Lio) ,ub (1, Lao) , v} (1, Lo, man, i1, yf) € TL™ for may # 1, and somein}7

& = {(¢" ul (1, L) 03 (1,120), v (1, Lao,mar, 1), i) € T for muy # 1, and someliy, oo # Lao }

b33 = {(qnﬂjll (1,l10) ,u3 (1, Lao) ,v7 (1,110, m11,111) , Y1) € Te(n) for m11 # 1, and somdi1, lio # LlO} ,

&y = {(qnﬂ/ll (1,110) yus (1,120) , 07 (1, L0, m11,l11) ,y1) € Te(n) for m11 # 1, and somédi1,li0 # Lio,l20 # Lzo} ,

€ = {(a" ul (mio,l0) 43 (1, Lao) 0} (mao, Lo, 1, L) i) € T for mao # 1, and somelio },

€ = {(a" ul (mio,l0) 45 (1,120) ;07 (mao, ho, 1, Lun) i) € T for mio # 1, and somelio, lzo # Lao }

&y = {(qnﬂff (m10,l10) sus (1, Lao) , v1 (Mo, lio, 1,111) ,91") € Te(n) for mio # 1, and somdo, l11 # Lll} ,

€ = {(q",u? (m1o0,110) s ub (1,120) , v} (M0, Lo, 1,111) , y7) € TS for mig # 1, and soméio, l2o # Lao, l11 # Ln} :

£ = {(q",u? (mao, l10) ,ub (1, Lao) ,vF (mao, Lo, max, la) ,yi) € T for mao # 1, may # 1, and somelm,ln},

2 = {(q",u’f (m10,110) s ub (1,120) , 05 (a0, Lo, mat, lin) , yi) € T for mio # 1, mar # 1, and soméio, L1, l20 # LQO},
fo1 = {(q",u? (1, Lo) , ub (mao,lao) , vT (1, Lo, ma1, 1), y7) € TV for mag # 1, mai # 1, and somdgo,lu},

fo2 = {(q",u? (1,110) ,ub (mao, lao) , o7 (1,110, ma1, 1), yt) € TS for mao # 1, ma1 # 1, and soméag, L1, Lo # Lm},
fn = {(q",u? (mao, l10) ,ub (mao, l20) , v} (Mao, Lo, 1, L11) ,yi) € T for mao # 1, mao # 1, and somelm,lgo},

£z = {(q",u? (M0, 110) , us (Mao, l20) , 07 (Mo, lios 1, 111) , yt) € T for mao # 1, mao # 1, and someio, lao, l11 # Ln},
5;3 = { (qnvu? (m1o0, o) Uy (m207120)7v? (mio,li0,m11,111) 7y{L) € Te(n) for mio 2 1, moo # 1, mi1 # 1,

and someo, l20, [11 }-

The probability of¢%, can be bounded as follows:

’
gnR11  9Riy

P(&) = Z Z P ({(qnau?(laLIO) sug (1, Loo) , o7 (1, Lo, mar, i), yt') € Te(n)})
mi1=2 l;1=1
< gn(futin) > p(q")p(ulg")p(uz " )p(o |uf, ¢")p(yT lut, us, ")

(g7 uf ug vy yp) T

on(Ru+R}y ) g—n(H(Q.Ui,Vi)+H(Uz|Q)+H(Y:1|U1,Uz2,Q)—H(Q,U1,U2,V1,Y1) =5} (e))

IN

< on(Ru+R,)9—n(I(U1,V1;U2]Q)+1(Vi;Y1|U1,U2,Q)—85(e))

)

whereds(e) — 0 ase — 0. Obviously, the probability thag;, happens goes 10 if
Ri1 + Ry < I(Uy, Vi3 U2|Q) + I(Vi; Y1 (UL, Us, Q). (41)
Similarly, the error probability corresponding to the lefror events goes t0, respectively, if

Ri1 + R/ll + R/20

IN

(U1, V1;U2|Q) + 1(V1,U2; Y1|Us, Q), (42)
Riu+ Ry + Ry, < I(U,V4;U2|Q) + I(Uy, Vi; YUz, Q), (43)

R11+R/10+R111+R/20 S I(U15V17U2|Q)+I(U17‘/13U27}/1|Q)3 (44)
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R+ Ry < I(U,Vi;U2|Q) + I(Uy, Vi Y1 |Us, Q), (45)

Rio+ Rig+ Ry < I(Uy,Vi;U2|Q) + I(Ur, Vi, Uz Y4|Q), (46)
Rio+ Ry + Ry, < I(U1,Vi;Us|Q) + I(Ur, Va; Y1|Us, Q), (47)
Rio+ Rig+ Ry + Ryy < I(U1,V1;U:]Q) + I(Uy, Vi, Us; Y1|Q), (48)
Rio+ Rii + Rig+ Ry, < I(Uy,Vi;U2|Q) + I(Uy, Va5 Y1|Us, Q), (49)
Rig+ Rii + Rig + Ry + Ry < I(U1, Vi3 U2|Q) + (U, Vi, Uas Y1(Q), (50)
Ri1 + Roo+ Ry + Ry < I(U1,V1;U:|Q) + I(Vi,Us; Y1|UL, Q), (51)

Ry + Roo + Ryg + Ry + Ry < I(U1, Vi3 Us|Q) + I(UL, Vi, U2; Y1 Q) (52)
Rig+ Rao + Rig + Ryy < I(U1,Vi;U2|Q) + I(Ur, Vi, Us; Y11Q), (53)
Rio+ Roo + Ryg + Ry + Ry < I(U1, Vi3 Us|Q) + I(U1, Vi, U2; Y1 |Q), (54)
Rio+ Ri1 + Roo + Rig + Ry + Ryy < I(Uy,Vi;Us|Q) + 1(Uy, Vi, Uz Y1|Q). (55)

Note that there are some redundant inequalitie§ h (4)-@&2) is implied by [51); [(4B) is implied by (49)_(#5)
is implied by [47); [(4B) is implied by[(83)[{#7) is implied §9); (42), (48),[(5D),[(H2)[(33), and (54) are implied

by (58). By combining with the error analysis at the encoder,can recast the rate constrairis] (41)-(55) as:

Ru < I(U1,Vi;02|Q) + I(Vi; Y1|Ur, U2, Q) — I(V1; S|U, Q),

Rio+ Rin < I(U1,Vi;U2|Q) + I(Uy, Vi3 Y1|Uz, Q) — 1(Uy, V1; S|Q),
R+ Ry < I(Uy, Vi;U2|Q) + I(Vi, Uz; Y1|U1, Q) — 1(V1; S|U, Q) — 1(Uz; S|Q),
Rio+ Rii+ R < I(U1, Va;U2|Q) + I(Un, Vi, U Y1|Q) — 1(Un, V15 51Q) — 1(Us; S|Q).

The error analysis for transmittérand decode? is similar to userl and is omitted here. Correspondingly.](35)
to (38) show the rate constraints for ugerFurthermore, the right hand sides of the inequalifies (81(38) are
guaranteed to be non-negative when choosing the prolyathigitribution. As long as[(31) td (88) are satisfied, the
probability of error can be bounded by the sum of the errobpbdity at the encoders and the decoders, which

goes to0 asn — oo. |

Remarkl. The achievable regions in the above theorems are beingefustiudied in several special cases by
only deploying Gel'fand-Pinsker coding for the public megs or only for the private message at the transmitters.
In addition, the application of special coding schemes ®® gtrong (or weak) state-dependent IC is also under
investigation.

Remark2. It can be easily seen that the achievable rate re@eonn Theorenfl is a subset ®,, i.e., R; C Ro.
However, whether these two regions are equivalent is siiflen investigation.

IV. CONCLUSION

We considered the interference channel with state infaonaton-causally known at both transmitters. Two
achievable rate regions are established based on two cediragnes with simultaneous encoding and superposition

encoding, respectively.
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