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Abstract—We study a special class of the cognitive radio primary transmitter to the receiver of the cognitive usdfess

channel in which the receiver of the cognitive pair does not from strong shadowing or other channel losses.
suffer interference from the primary user. Previously devéoped For this new type of cognitive Z-interference channel

general encoding schemes for this channel are complex as the hi bl t : be obtained b ializi
attempt to cope with arbitrary channel conditions, which leads achievable rate regions may be obtained by specializingssom

to rate regions that are difficult to evaluate. The focus of ou Known achievable rate regions developed for the cognitive
work is to derive simple rate regions that are easily computble, radio channel. As some of the coding schemes developed
thereby providing more insights into achievable rates and god  for the general case are intended to cope with arbitrary
coding strategies under different channel conditions. We fét channel conditions, the associated achievable rate regimn

present several explicit achievable regions for the genefdiscrete | d hard t te. A h if directl
memoryless case. We also present an improved outer bound onVery compiex and hard 1o compute. As such, 1T we directly

the capacity region for the case of high interference. We the apply the general formulas to the considered Z-interfezenc
extend these regions to Gaussian channels. With a simple @ut channel, the rate regions do not simplify despite the mgssin
bound we establish a new capacity region in the high-interience  interference link. Instead, we will show in this paper that n

regime. Lastly, we provide numerical comparisons betweenhe 5| components of the general coding schemes are needed to
derived achievable rate regions and the outer bounds. . -
achieve tight upper and lower bounds.

|. INTRODUCTION It has been shown that simple coding schemes are capacity
Cognitive radio techniques bear the potential to signitigan achlevmg when the cognitive raQ|o ch_annel IS In_certain

: . regimes. For example, the capacity region for the cognitive
improve the efficiency of spectrum usage. As a result, thes. ; : . . )

: . ) . . . L radio channel in the weak-interference regime is achievabl
information-theoretic capacity gains associated withnitbge ith a very simple coding schem@ [2[1[3], and the capacity is
radios have been the subject of much investigatidn [1]-[ Y b 9 ' pactty

In these works, several achievable rate regions have b(?eer];med by two inequalities. Similar phenomena can be found

obtained by developing coding schemes based on ratempjitt or the interference channel and the broadcast channel las we

. o . ) . " In particular, the best achievable rate region for the ganer
Gelfand-Pinsker coding (dirty paper coding), and supstpo broadcast channel is Marton’s regidn [12], while when the

tion coding. The capacity regions for the general cases ha}:\fwannel is Gaussian, the capacity region can be achievgble b

€
not been determined except for the case of weak interference. I ! . .
) a Simple superposition coding or a particular order of dirty
[2], [B], and the case of very strong interferencé [4]. For . L ) )
! g . paper coding. This is because an arbitrary Gaussian brstadca
a special case of the cognitive radio channel referred to '3s . :
. : . . channel always falls into one of the two regimes, degraded
the cognitive Z-interference channel, the capacity rediaa

been established under the assumption of a noiseless Icl)rgkreversely degraded. For the interference channel, tse be

from the primary transmitter to its receiver in_[10]. A mor%ﬁ?izzzgcﬂil:_iigge?;ilsretl?eerreatieoiﬁgt“:%;ig?nmicand trEi as
generalized model of the cognitive Z-interference chamhasl Y 9 q plicic

also been considered in[11]. Both of these works assume thléntwever, when the interference is very weak, the capacity

the primary user’s receiver does not suffer from interfegen region 1s achievable by a naive coding scheme that simply

generated by the cognitive user. Complementing the egisti'r‘cr’nores the interference; when the interference is stramg,

works, in this paper we consider another type of cognitivce"jlpac'ty region is achievable by a simple scheme requinieg t

. : ) : .° . two receivers to decode both messages.
Z-interference channel, in which the receiver of the cagait o ; i .
. . Therefore, in this paper, we look into simple coding schemes
user does not suffer from interference generated by thegoyim

user. This channel models the scenario where the link fram tW'th simple achievable rate reg|c_>ns for the gognmve Z-
interference channel. When the interference is weak, the
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associated with these simple coding schemes by comparing@efinition 2.1: An (|| M,]], |iM2||,n,Pe(")) code for ¢y
their achievable rate regions with the capacity region muteonsists of an encoding function at the cognitive uger:
bound. Some of the simple coding schemes are in fact nbt; x Ms — A7, an encoding function at the primary
new, but rather are extracted from the coding schemes pravser f» : Mo — A3, and one decoding function at each
ously proposed for various cognitive and interference okén receiverg, : Y — M,;, t = 1,2, with the probability
models. Specifically, we first derive a few different simplef decoding errors defined aB = max{Pe(ﬁ),Pe(’;)},
achievable rate regions extended from the achievable rafRere the individual error probability at each receiverasne
region for the cognitive radio channel developed/ih [7] anguted aspe(ft‘) — Wm ZM] €My MaEM; P(g (") #
from a component code proposed [d [1]] [5]] [6]. We theny, |(My, My) were sentg, t=1,2.

extend these rate regions to the Gaussian case, and deri8efinition 2.2: A non-negative rate pair(R,Ry) is

new outer bounds on the capacity region. We find that t@ghievable for ¢, if there exists a sequence of codes
latter simple achievable rate region is the capacity regiopni: onkz 5, p{™) for the channel such thaf!™ ap-
when the interference is in the lower range of the highyoaches 0 ass — oo. The capacity region off; is the
interference regime. Note that a similar capacity resull agjosure over the set of all achievable rate pairs. Any subset

proof techniques were reported in an independent study gfne capacity region is an achievable rate region.
the Gaussian cognitive channel[14]. In addition, our neteou

bounds can be applied on the general cognitive channel in the [Il. DISCRETEMEMORYLESSCHANNELS

high-interference regime. In this section, we first derive a few simple achievable rate
The remainder of the paper is organized as follows. kagions with explicit descriptions based on the rate region

Section I, we present the channel model and the relatgdd Theorem 4.1], and with a component code appliedn [1],

definitions. In Section Ill, we derive the aforementionedpsle [5], [6]. We also derive a new outer bound on the capacity

achievable rate regions and a new capacity region outerdboyBgion of the channel in the high-interference regime.
for the channel in the discrete memoryless case. In Section

IV, we present the achievable rate regions and outer bourfdsAchievable Rate Regions

for the Gaussian case, and a new capacity result in theLet Uy, Wi, V5, and Wy be arbitrary auxiliary random
high-interference regime, along with numerical comparsso variables defined over finite alphabets:, Wi, Vo, and W,
between the achievable rate regions and the outer bounds. Téspectively. LefP denote the set of all joint distributions:-)
paper is concluded in Section V. that factor in the following form

Il. CHANNEL MODEL p(u1, wi, v, wa, 1, T2, Y1, Y2)

We consider the following channel model that involves= p(u;)p(va)p(wy, walve, ui)p(z1|wy, wa, v, ur)p(Ta|v2)
one primary user and one cognitive user. As shown in Fig. - p(y1|z1)p(y|z1, 2)
[, each user needs to send a message to its corresponding
receiver, while the cognitive user is assumed to have ndrer any joint distributionp(-) € P, defineR(p(-)) as the set
causal knowledge of the primary user’s message. The chan®lenon-negative rate pairg?;, R») such that
is defined by(Xy, Xa, V1, Vo, p(y1, y2|21, 22), whereX; and

Vi, t = 1,2, denote the channel input and output alphabetsl,Q1 < 10y, W Y1) = I(Wh; Va|Uh), (1)
and p(y1, y2|x1,x2) denotes the collection of channel tran- Ry < I(Va, Wa; Ya|Uh), 2)
sition probabilities. Furthermore, we assum@s, y2|z1,z2)  Ri + Ro < min{I(Va, Wa; Y5|U1) + I(Ur, Wi; Y1)

can be factored ag(yi1|z1)p(y2|z1,z2), i.e., the cognitive — I(Wy; Wa, Va|U), I(Va, Wa, Uy Ya) + I(W; Y4 |UY)

user’s receiver output is not affected by the primary user’s )
channel input. The source messagds, ¢ = 1,2, are as- — LWy, W, Vo[ )} 3)
sumed to be uniformly generated over the respective ranggad defineR £ Up(.)ep R(p(-)).
My = {1,2,..,[[Ml}, t = 1,2. We call this channel the  Proposition 3.1: The rate regionR is an achievable rate
cognitive Z-interference channel, and denote i€gs region for the cognitive Z-interference chanie).

Proof. The details of the proof is omitted here due to
. space limit. The proof is based onl [7, Theorem 4.1]. First,

Cognitive User

i Xy Y Tu note that the positions of the primary user and cognitiver use
2 are switched relative to the channel model [in [7], and thus
we switch the indices in the region description. Next, we
m2 1o drop the common information of primary user by setting the

X3 Y; corresponding rate to be 0. Lastly, perform Fourier-Matzki

Primary User eliininatiori_on the_ implicit rate region, which obtains thet s

of inequalities definingR (p(+)). [
Fig. 1. Cognitive Z-interference channel. Remark 3.1:In this coding scheme, rate splitting is only ap-

plied on the cognitive user's message, irey, = (M2, m11).



More specifically, the common messagg- is encoded with the interference created by the primary user’'s messagagluri
codewords generated witti;, and the private message;; the cognitive user’s encoding process.

is encoded with codewords generated with. The primary  Proposition 3.2: Any rate pair(R;, R2) satisfying

user's message: is encoded with codewords generated with

both V, andWs,. The cognitive user’s receiver decodes its own By < I(Uy; Y1) = 1(U; Vo), (12)
messagesn; = (mi2,m11) only, while the primary user’s Ry < I(Vo; U, Ya), (13)
receiver jointly decodes its own message and the common Ry + Ry < I(Uy, Va3 Ys), (24)

message from the cognitive user,. Next, we specialize the
rate regionR into two more simple achievable rate regions.

First, we completely remove the ‘artificially’ created com- p(u1,va, 21,22, y1,y2) = p(ur,ve)p(x1|ve, u1)p(xe|va)
mon information, i.e., no rate splitting is applied to the (| 1)plya|z, T2), (15)
cognitive user's message. The following rate region can be

for any joint distribution

obtained by settind/; as a constant. is achievable for the channel,. _
Corollary 3.1: Any rate pair(R;, R,) satisfying Remark 3.4:Let us denote this rate region bys;. The
proof can be easily obtained by following the argumentin [6]
Ry < I(Wh; Y1) — I(Wh; Va), (4)  The intention of the dirty paper coding applied in this caglin
Ry < I(Va, Wa; Ya), (5) scheme is to let the encoding of the cognitive user's common

Ry + Ro < I(Va, Wa; Ya) + I(W1; Y1) — I(Wy; Wa, Va), message take advan_tage of its non-causal knowledge about
(6) the primary user’s private message. As a component of the
S respective coding schemes, this technique has been erdploye
for any joint distribution in several existing work$ [1][[5][[6]. Nevertheless, thdras
been no evidence showing that this feature is indeed helpful
in terms of increasing achievable rates. In the next sectien
p(a1wy, we, v2)p(@a|v2)p(yrlen)p(y2len, @2), (1) il show that this coding scheme is in fact capacity-actigy
is achievable for the channél,. when the channel is in the high-interference regime, but the
Remark 3.2:Denote the rate regiofl(4J2(6) & . Note that interference belongs to the lower range.
Wy andWs are used to perform Marton’s binning. ThereforeB_ A New Outer Bound

when it is extended to the Gaussian case, it becomes twq Th 5 ter bound th it .
different rate regions as a result of dirty paper coding in n [5 Theorem ]’_ an outer bound on the capacily region
different orders. of the strong cognitive interference channel was derived.

For the second one, instead of removing the commgrlu]is outer bound also directly applies to the cognitive Z-

information of the cognitive user, we remove the privatglterference chgnnel in the high-interference_ reglime.a‘sw
information. Specifically, sel¥; as a constant, and merge also observed in[5] that, under the strong/high interfeeen

and I, into one random variable, i.e., setiVy = Va. We assumption, the primary user can decode the cognitivesuser’
have the following simple achievat;le ra{te region. message without any rate penalty. In fact, an equivalence

. ; g between the capacity regions of the strong cognitive inter-
Corollary 3.2: Any rate pair(R;, R2) satisfyin . . .
y y pair(Ry, Re) fying ference channel and its variant with degraded message sets

Ry < I(Uy; Y1), (8) can be established. The capacity region of strong cognitive
Ry < I(Va; Ya|UY), 9) intgrfere?cr? chbanngl can nrc])w belou'gehrgwndéaddby the dgipaci
region of the broadcast channel with degraded message sets

R+ Ry < 1(V, Uy Ya), (10) [15], where we let the primary user and the cognitive usdy ful
for any joint distribution cooperate. By combining this with the outer bound derived in
[5, Theorem 5], we obtain a new outer bound for the cognitive

plur, v2, 1,22, y1,y2) = p(ur)p(v2)p(z1|va, u1)p(z2|v2)  interference channel in the high-interference regime. dben

-p(y1|@1)p(yzler, z2), (11) the outer bound given in_[5, Theorem 5] &%.
DefineC$ as the set of all rate pairs satisfying

p(wr, vo, wa, 1, T2, Y1,Y2) = p(ve)p(wr, wa|v2)

is achievable for the channel;.

Remark 3.3:Denote the rate regioi](8)=(10) &%,. This Ry <min{l(X1;Y1|X>), [(U; Y1)}, (16)
rate region is achieved by using only superposition coding. Ry < (X1, Xo; Ya|U), (17)
Nevertheless, it turns out to be the largest amongst allethes Bt R < I(X1 Xo: V. 18
simple rate regions when the interference link is ‘subsaéipt 1+ Ry S I(X0, Xpi V), (18)
strong, which is numerically shown in the next section. for all joint input distributionsp(u, z1, z2).

We now present another simple achievable rate region, base&roposition 3.3: For a cognitive Z-interference channel sat-
on the idea that the artificial common message of the cognitisfying I(X1;Y1|X2) < I(X1;Y2|X2) for all input distribu-
user can be dirty-paper coded against the primary usevatgri tions p(x,x2), C§ is an outer bound on the capacity region.
message. The purpose of dirty paper coding in this codingRemark 3.5:In general, the new outer bour@ can be
scheme is to protect the message of the cognitive user framerpreted as an intersection betwe&hand capacity region



of the associated broadcast channel with degraded messaggg,(«, 5) as the set of rate pairs satisfying:
sets, and thus it is a subset of the outer bodpdThis outer

bound is strictly smaller in some cases, which is demoresirat Ry < llogQ (1 n qBPl )
using a numerical example in the next section. - 14+ apP +abP;

1 _
IV. GAUSSIAN CHANNELS + 5 logy (1+apPpr), (24)
In this section, we first define the Gaussian channel model. 1 (bvVaP; +/P,)?
We then extend the achievable rate regions derived in the Ry < §log2 1+ 1+ b2aBP,; ' (25)
previous section to th_e G_ausman case, _and present a new 1 (b\/a—PH—\/E) +b2aBP,
capacity result in the high-interference regime. Ry + Ry < 5 log, 1+ 2aBD
The channel input-output relationship is given by 1 +b2afPy
Y, = X1 + 21, (19) + g logs (1+aBF1), (26)
Yy = Xo + bX1 + Zo, (20)

WhereO<a<1 0<p<1l,and0<@<1:andz2£1-—zx.

where b is the interference link gain and is assumed to B¥ext, defineg = conv{lJ,, 5,9 (a, 5,0) UGy(a, B)}, where
greater thari; Z, and Z, are additive white Gaussian noisesonv stands for the convex hull operation.

of zero mean and unit variance. The power constraints areCorollary 4.1: Any rate pair(R;,R2) € G is achievable
given by L 3" | X2 < P, t=1,2. for the Gaussian Z-interference channel.

Note that wherb < 1, the channel belongs to the weak- Next, we extend the rate regidR; to the Gaussian case.
interference regime, for which the capacity region has bedlote thatR, is extended fronR by settingl/; as a constant.
established for the general cognitive radio chanhel [2], [3Hence, it is straightforward to obtain the Gaussian coyatir
The capacity achieving scheme is rather simple: the cagnitiof R; by setting3 = 0 which corresponds to a constant
user spares a portion of its own power to cooperate with. This Gaussian rate region can be expressed;as®
the primary user for the transmission of messagg while  conv{lJ, 5_ 4 9s(, B,0) U Gy(c, B)}.
it performs dirty paper coding on its own message by  We also exten®R. to the its Gaussian counterpgt, which

treating the signals carryingu, as the non-causally knownis defined as the set of rate pairs satisfying:
interference. No rate splitting is applied, and each rerawly

decodes its own intended message. Here, we focus on the high- R, < 1 lo 14 aPy 27)
interference regime, which is in general open. In what fedp L=350% 1+ab )’
we present the Gaussian counterparts of the achievablnegi 1 - 9
presented in the previous section. Ry < ; log, (1 +(bvaPr + v P) ) ’ (28)
1
A. Achievable Rate Regions R+ Ry < 5 (1 + (b abP + 24 anPl)
We first extend the rate regidt to the Gaussian case. When (29)

Marton’s coding scheme is extended to the Gaussian case, the
double binning first extends to Gel'fand-Pinsker codingint  Lastly, we extend?; to obtain the Gaussian rate regigp
different orders, and subsequently dirty-paper codingwia t @hd we have

different orders. The rate regioR can thus be represented 1 P +1
as a union of two rate regions corresponding to the respectiviti < 7 log, ( 5 — = 2) 5
dirty-paper coding orders. Defirg, (a, 3, 0) as the set of rate 2 (L2924 1) = (VaPy + Avah) (30)
pairs satisfying: )
1 aBP; R2§—10g2< (14 X)) ((by/aP; + 2 4 b2aP +1)
Ri<Slogy |14+ —F5—F—— 2
2 afP; 4+ aP; +1 )
1 QBPI —(b\/O[P1+)\(\/ PQ"’b\/O_ZPl)) >, (31)
+ —logy ([ 1+ ———— (21)
’ ailerl* Ri+ Ry <2 (b P+ +b2P+1)
— 2 1 2 S = Og2 o 1 QL
Ry < zlogy [ 1+ ( —P2 Sl ??Pl) 2 (32)
2 b2aBP; + b2abPy + 1
1 _
t3 log, (1+b*adPpy), (22) By choosing\ = \, = vaaP;/(aP; + 1), which is the
p— A2 | 1.9 dirty-paper coding coefficient maximizing the righthandesi
Ri+ Ry < %1 (1 + ( 522 —%1; Of;lzé; b+a16P1) of (30), we have another achievable rate re@érdefined by
afl v

the following rate constraints

P,
+ - log, <1 + &) —log, (14 b*abPy) ,

= 1
afP; + 1 23) Ry < 5 log, (1 +aPy), (33)



1
Ry < 5 log, <(1 + A2 ((by/aPy + VP)? + b*aP + 1)

— (v aPy + X(V P2 + b\/aPl))2>, (34)

—#— Rate region 6'3

Outer bound

b=1.3628

1
Rl +R2 S 510g2 ((b\/dPl + P2)2+b20épl+1) . N 2r
(35) 150
Remark 4.1:It is easy to see th@é C Gs. However, the ir
rate regionGs cannot be easily computed, due to the fact that osl
the choice of) is unbounded, i.e.A € [0,400), while G,
can be easily computed. Furthermore, the rate re@ioaven % 05 1 s

Ry

turns out to be the capacity region when interference link ga
falls into a certain range in the high-interference regime, Fig. 2.

A ] Comparison between the rate reg'@;n and the outer bound?.
shown in Section IV.C.

B. Outer Bounds _
of (34) has to be greater than or equal to the difference letwe

As we assume that the cross link gdinis greater than the righthand sides of (85) anld {33). Through cumbersome but
1, the channel satisfies the conditions for the capacityrougqmplge algebra, the condi)tiorrlﬁc:‘{e\n i).e foung as

bound derived in[[5, Corollary 1]. Hence, this outer bound
directly applies to the cognitive Z-interference chanmethe B2 < Pi+PtabPs+l
high-interference regime. N P +1

Proposition 4.1: Any achievable rate paif?;, R2) for the For this condition to be satisfied for all the choicescofc
Gaussian cognitive Z-interference channel defined[by (19);1], we need
(20) with b > 1, satisfies the following constraints B2 < P+ P+1
- P +1

(36) D. Numerical Results

llogQ (1 T V2P + Py 4+ 2pb /—P1p2) . (37 In this subsection, we numerically compare the rate regions
2 and the outer bound. For all the comparisons, weHget=

forany0 < p<1. P, = 6, leaving the interference link gainto be variable.

Our improved outer bounds for the Gaussian case can First, in Fig.[2, the rate regiof, is compared against the
be obtained by intersecting the outer bound in Propositi@uter bound’?. We observe from the figure that the achievable
[4.3 with the capacity region of the associated Gaussian MIS&te region meets the outer bound for béth= 1 andb =
broadcast channel with degraded message [sets [16]. Ndte tvaDl+P2+1 = 1.3628, while the rate region becomes strictly
the computation of the regio@®“PMS requires optimization Putt ’
with respect to the individual antenna power constraints. Smaller than the outer bound fér= 3.3628 > / %-

o o ] When the interference link becomes very strong, the coding
C. Capacity in the High-interference Regime scheme to achievé, turns out to be suboptimal, which is

We observe that the rate constrainks](33) and (35) akown in the later comparisons.
equivalent to[(36) and(37), when we |et= /1 — a. Hence, Next, in Fig.[3, we compare the rate regio@s Gi, Go,
the rate regiorgj, meets the outer bound if the rate constrainind the outer boundy in the very-high interference regime,

(34) is loose. ie, b > ,/HFLE — 1.3628. It can be observed tha,

Proposition 4.2: For the Gaussian cognitive Z—inten‘erencc?,5 strictl :
) . L . y smaller thanG and G, while G and G, always
channel defined byl (19]=(P0), the capacity region is de'c'negincide with each other. Note thét is in fact a subset of

by g, as the coding scheme to achigyayeneralizes the one for

1
R < 3 log, (1 +(1- pQ)Pl) ,

Ri + Rs

IN

1 G-. However, the numerical results indicate that the coding
< = X ) . )
Ry < 5 logy (I+aPy), (38)  ccheme forG, dominates other coding components in the
1 — coding scheme to achie¥gk This may imply that other codin
Ri+ Ry <=1 (b\/P )% + b2aP 1) 39 9 _ y Imply g
SRR 9 082 (bvar + 2) + bk + (39) features, especially the one to achigug are redundant; this

with 0 < o < 1, when the interference link gain satisfies ~ conjecture is the subject of further investigation.
We also compare the rate regiofis, G, G5, and the outer
1<ph< /M. bound(Cy{ in the very high-interference regime in Fig. 4. At
- Pr+1 the boundary, wherh = 1.3628, the rate regiong, meets
Remark 4.2:The above proposition is proved by showinghe outer bound, and is strictly larger than bgth and Gs.

every rate pair on the boundary of the outer bound is achigdewever, wherb is large enough, i.e., whelh= 3.3628, the
able. For the rate constrait (34) to be loose, the rightlsédhel rate regionG, becomes strictly larger tha@;. It is a current



— — — Rate region G,
—4— Rate region (32

—#— Rate region G
Outer bound

) 05 1 " 15

— — — Rate region G1
Rate region G2

(1]

—#— Rate region (3'3

Outer bound

(2]
(3]

(4

) 05 1 s 5]

Fig. 4. Comparison of the rate regiogs, G2, gé, and the outer bound?.

(6]

topic of investigation to find the critical value of at which  [7]
G» becomes larger thagi,.

Lastly, we compare the new outer boufiglwith C{ under [g]
an extreme case setting, = 6, P» = 0, andb = 2. In Fig.
[, it can be easily observed thé{ is strictly smaller tharCy. [9]

V. CONCLUSIONS
[10]
We have investigated the cognitive Z-interference channel
where the cognitive user’s receiver suffers no interfeednam
the primary user. Our results demonstrate that simple godipni]
schemes perform well in the strong-interference regime. In
particular, we have shown that the capacity region is aeluiev[lzl
with an encoding scheme that combines superposition coding
and dirty paper coding (corresponding &3)) over certain

. . . [13]
regime of interference, i.e. when< b < ,:%, Fur-
thermore, our numerical results suggest that the supeigqosi

. . . . [14]
coding scheme (corresponding7y) strictly dominates other
schemes when interference is very strong. However, there is

25

Outer bound C7

—&— Outer bound C}

15

05

15

Fig. 5. Comparison of the outer bound$ andCy.
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