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Abstract—A construction using the E8 lattice and Reed-Solomon particular, the E8 lattice, which is the best-known latticesight
codes for error-correction in flash memory is given. Since E8attice  dimensions, is considered for flash memory. While E8 hastgrea
decoding errors are bursty, a Reed-Solomon code over GEY) minimum Euclidean distance than PAM, an outer error-cimgc
is well suited. This is a type of coded modulation, where the de is stil ded t tee dat liabilitv. Wheteslks
Euclidean distance of the lattice, which is an eight-dimerisnal code Is su neg €d to guaraniee .aa relia Il.y. 3 € -
signal constellation, is combined with the Hamming distane of the Ccoded modulation uses a convolutional code, in this papedRe
code. This system is compared with the conventional technig for Solomon codes, which are a type of block code, are used.
flash memories, BCH codes using Gray-coded PAM. The descriie  Because E8 decoding induces burst-like errors, Reed-Sslom
construction has a performance advantage of 1.6 to 1.8 dB at a g codes constructed over GfY are used for error correction.
probability of word error of 10™°. Evaluation is at high data rates . . -
of 2.9 bits/cell for flash memory cells that have an uncoded da ©On€ RS code symbol is encoded to eight memory cells; a grou|
density of 3 bits/cell. of eight memory cells represents one lattice point. When &n E

decoding error occurs, with high probability it will be onéthe

I. INTRODUCTION 240 neighboring lattice points. Thus, the constellaticattige)
}o codeword mapping needs only to distinguish between thes
neighbors. Only the modulo-2 value of the lattice points are

protected by the RS codes; the Euclidean separation of tfeela

While single-level flash memory stores a single bit per mgmo
cell, data density can be increased by using two, three oe its
per cell [1] [2]. Along with this increase in density, the unéince g .
of noise also increases. Numerous error-correcting aphesa points is also important.

have been considered, although BCH codes are predominant iﬁhe E8 lattice hgs a nu_mber_ of de_swabl_e properties. It is the
practice. the best-known lattice in eight dimensions, in the senseawiny

A conventional multilevel-flash chip uses Gray-coded PAM anthe densest packing, highest kissing number and being e be

presents hard decisions externally. Because the signadite quantizgr [12, p. 12]. It algo .has. an efficient.decoding e_ilgm.
ratio in flash can be characterized as high, Gray-coded P, me lattice generator matrix is triangular, which makesuitable

results in single bit errors. Further, errors in flash mee®ténd to orhenht:(_)dtmg. In. ?ddytlonl, the ItE%i_Iatnc?hpomts alr)e e'm&:iir.s
be uncorrelated. Thus, the errors may be characterizedhdemg :)hr a "; egersb,_t or |mp|eme{1 ations, this may be mor e
isolated errors of one bit, and flash memory systems (sucBB3 S an writing arbitrary values o memory.

use BCH error correcting codes of high rate. The decoderch su Previously, the E8 lattice has been considered for treised
chips is a hard-input BCH decoder, implemented in an exterfgodulation with a convolutional code and average powerisigap
chip. [6]. In addition, there are numerous proposals for inclgdiRS

In carrier-based AWGN systems, two-dimensional consteII&Od_es inf tr:lliségoldeq mOdLélag%n [731 [8]. dHow%vzr,_theh_ct[im
tions such as QPSK and QAM are used. Trellis-coded modulatigation of the attice an codes described In this pape

is a low-complexity method to improve the performance b ppears to be unique_. For error-correctiop in flash memories
combining the Euclidean distance of the constellation vifita CH codes have received the most attention; however rgcentl

Hamming distance of a convolutional code, or a more powerﬁls codes, which can be constructed over a smaller field for the
error-correcting code [3]. In fact, trellis-coded modidatwith S@Me block length, have also been considered for flash memor
convolutional codes and a QAM constellation (PAM over twl)g]' At _h|gh ra_tes, the rate loss of RS codeg com_pared to BCH
dimensions) has been considered for general memories ], godes_|s relatlvely_ §mal|, and the smaller field size makes RS
have been evaluated for flash memories [4]. In carrier-bas%%md'ng more efficient.

systems, two-dimensional constellations aid with synietzation

at the receiver, but this is not needed with flash memories. Il. BACKGROUND

) Th'ls paper ;I:on3|ders tfhe use of Iattlce_s . tf}f\t ":‘]’ hlg_hee:nm This section gives some background. First the assumed ehann
sional constellations — for error-correction in flash memsrin -, 4q) s described, followed by a brief overview of lattices
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A. Channel Model In general the lattice poin& - a is not in B. Instead, the

The assumed model ha flash memory cells, which can storefncoding finds a vectok = (3., 32), which determines
an arbitrary value between 0 aid The uncoded information rate P’
is log, ¢ bits per cell. In conventional multilevel flash memory, b = a-+ Mk, (5)
this is accomplished by choosiig = ¢ — 1 and storing one of
{0,1,...,q — 1} in each cell. For lattices of dimension, the such that
lattice encodeg™ levels, ornlog, g bits inn cells.

The flash reading and writing process introduces noise, twhic
is modeled as additive white Gaussian noise with mean zésdn the cubeB. Because the generator matrix is lower triangular,
and variancer?. A more advanced model, which assigns highehe %; can be found by solving the inequality (3):
variances to the leveld and ¢ — 1 is difficult to apply to lattice

x=G b (6)

coding, since the cells store continuous values (see fampha 0< Z;:B 95ibj + gii(ai + gki) <M 7
[4]). The channel SNR used in this paper is: for k;, which is unique. From the triangular structure @f first
V2 (1) ki, thenk,, ... k, are found in sequence. In particular:
o2’ - Z;;}J 9jibj — giia;
whereV?2 represents the peak signal energy. Ri = [ M W’ ®)
B. Lattices and Lattice Codes whe_re the computation at _ste‘pjepends upoxbl,_. o bi__l. _
Since the power constraint for flash memory is cubic, one migh
An n-dimensional latticeA is an infinite set of pointsx = expect that this encoding scheme is sufficient, by choosihg
(¥1,22,...,2,)" defined by am-by-n generator matridx, for v Unfortunately, the strict upper inequality in (3) is nesary for
which k; to be unique. As a result, it is not possible to find latticenp®i
x — b 2) for which z; = M, which reduces the size of the codebook. But
’ this problem is resolved for the E8 lattice in the next sectio
whereb = (b1,...,b,)" is from the set of all possible integer Decoding is straightforward. Ik is a lattice point, and =

vectors,b; € Z. Thei,j entry of G is denotedg;;. The setA G~ 'X, thena is found as:
forms a group under addition iR", so lattices are linear in the ~
sense that the sum of any two lattice points is a lattice point a; = bi mod —. 9)
P . . ng

The minimum of the squared Euclidean distance between any )
two distinct lattice points is the minimum norm. The lattipeints C- E8 Lattice
at this distance from the origin are the minimum vectors. The The E8 lattice is an eight-dimensional lattice, which can be
number of points at this distance is called the kissing numbéescribed in terms of the D8 checkerboard lattice [12, p].120
denotedr. Because of the linearity of lattices, all lattice pointd he D8 lattice points are all integers that have an even suma. T
have the same number of nearest neighbors, correspondihg toE8 lattice is the union of the D8 lattice, and a coset of the D8
minimum vectors. The packing radiysis taken to be half the lattice:
square root of the minimum norm. In terms of finite-field cqdes

the minimum vectors are analogous to the minimum-weight non E8 = D8UD8+ % (10)
zero codes words, and the packing radius is analogous tdHealf where,

minimum distance. When the lattice is scaleddyits generator )

matrix is oG and the packing radius isp. 7 = (s Yoy Yy Yoy Yoy Yy Yy V) (11)

A practical coding scheme must select a finite subset of thep generator matrix is:
lattice; a codebook may be constructed by the intersection o

a shaping regionB and the latticeA. In general, codebook Y2 0 0 0 0 0 0 0
construction is difficult, but wherB is an n-cube andG is a » 1 0 0 0 0 0 ©0
triangular matrix, there exists a practical method [10]][1lh » -1 1 0 0 0 0 0
particular, letB be ann-cube, given by: a — » 0 -1 1 0 0 0 0 12)
Yy 0 0 -1 1 0 0 0
0<z; <M, 3) L 0 0 0 -1 1 0 0
and leta = (aq,...,a,) be information-containing integers, with jz 8 8 8 8 _(1) _1 g
a; € {0,1,..., M 1} (4) The kissing number of the E8 lattice is 240. The minimal
Yii vectors are sequencés1?,0°) (there aret - (2) such sequences)
fori=1,...,n. The diagonal elements must satisfy the conditioand (+ v,, &=, £ vy, = 1%, £ 1, + %, =1, £ 1), where there are

that M /g;; is an integer. It is convenient to assume thatg;; is an even number of minus signs (there afesuch sequences).
a power of two, to aid encoding from bits to integers. The packing radiug is 1/v/2.



The EB8 lattice has an efficient decoding algorithm, whichdindo n. = N/8. Blocks to which systematic RS symbols and
the lattice pointz closest to an arbitrary point € R® [13]. The parity symbols are assigned are called systematic bloakparity

decoding algorithm is low-complexity: it requires only raling blocks, respectively. The block; is systematic fori = 1,. .., k.
operations, wrong-way rounding of the least reliable pmsjtand and is parity fori = k.,...,n.. The information integers are
comparison of Euclidean distance. represented as:

I1l. PROPOSEDCONSTRUCTION a = (ai,a9,...,85,8511,-..,2,), (17)

This section describes the proposed construction. Finst,
codebook is created by scaling the lattice dy< 1. Then, the
encoding is given, which partitions the flash memory intockio
of 8 cells, each encoded using an E8 lattice. Each block corge
sponds to one RS code symbol. Finally, the decoding algarish
described, including a post-processing step which usekttiee
error patterns to recover the integer sequence.

Wwritten to separate the integers in systemic blocks andgj@ntein
parity blocks.

Encoding for systematic blocks is identical to the genexttide
coding described previously. For an exampley ef 8, within
any systematic block, i& is the vector of information integers,
thena; € {0,1,...,15}, ag € {0,1,2,3} and the remaining six
integers are from{0,1,...,7}.

A. Lattice Codebook Encoding for parity blocks requires combining the computed

The lattice code is the set of lattice points which satisfg tHRS Parity checks and add.itional information integers. Fache
constraint that the cell value is between 0 dndinclusive), and Systematic block, compute:

cell values correspond to lattice points. A significant pesrthat w, =a; mod 2, (18)
the encoding described previously does not allow encoding
M, but the physical system allows = V. The lattice should be for i = 1,..., k., whereu = a mod 2 means component-
scaled so that the lattice code (thatB A) containsg® lattice Wise modulo-2. The eight bit&u,, . . ., ug) form a single GFE®)
points. For the E8 lattice, it is observed that choosing RS symbol. Using informationy, ..., ux, compute the RS
v parity symbolspi,...,pnc_kc. FOr each parity blockp =
S and (13) (p1,p2,---,ps),pi €{0,1}. _ _
M = Vil (14) To perform lattice encoding in the parity blocks, integers a

formed where the least-significant bit is the RS parity, amel t
will satisfy this rate criteria and the power constraintshow this, remaining part is information. The information integerstire

consider an example withh= 4 and V' = 3. Initially encode the parity block area; € {0,1,..., %} For the example of = 8:
unscaled ES8 lattice using notf = 3, but M = 4; this violates the a; € {0,1,...,7}, ag € {0,1} and the remaining six integers

power constraint. Because the E8 lattice consists of integiats are from{0, 1,2, 3}. The integers to be lattice encoded in parity
and half-integer points, this encoding results in lattiongs with  block ; are:
a maximum value of 3.5. By scaling the lattice $y3.5 the half-

integer lattice points are placed exactly on the boundary Pi—k. +2-ai, (19)
Usmg the unscaled Iattlc_e, the total numb_ero_flatnce eadds o ; — ke +1,....n., and addition is over the real numbers.
that satisfy0 < z; <V + 1 is for the E8 lattice is: Thus, additional information is embedded in the parity kinc
V+nr Ty 15 because only the LSB of the parity block is needed by the RS
|detG] (V+1)"=q" (15) parity symbol. Note also that Gray coding is not used.
The scaling does not change the number of lattice codewbais. The total number of encoded information bitsfis
convenience, encoding is done with the unscaled latti&), énd k= ke-8logyq+ (ne — kc)( — 8+ 8log, q) (20)

scaling is applied before writing to memory.
The scaling reduces the separation between lattice pdints. @nd the total number of cells used 6 = 8n., so the code rate

the E8 lattice and large, p approaches the maximum value of® = k/N, measured in bits per cell is:

1/+/2. For the small value of; = 4, a = 6/7 results in an k Ne —

effective packing radius of 0.606; this is higher 0.5, thekiag R = e logyq +
radius of the PAM constellation.

ke (—1+1log, q) bits/cell (21)

C. Decoding

B. Encoding The encoded lattice point is scaled by= V/(V +0.5), passed
ConsiderN flash memory cells. Thes&' cells are separatedthrough an AWGN channel, and scaled by by the decoder.

into blocks, each block consists of 8 cells, so thereMgf& blocks. Let this received sequence be denoted @M,yg,...7ync).
Let x denote the vector of blocks, that is: Block-by-block E8 lattice decoding is performed [13], arite
B integer sequencda;,...,a, ) is obtained. Computei = a

X = (a,x2,- o XNys), (16) mod 2 and perform RS decoding. Consider any single block.

where eaclx; is a lattice point. If lattice decoding is successful, then the RS symbol will be

A (nc, ke, t) shortened, systematic RS code constructed ovasrrect. However, if lattice decoding is unsuccessful hwiigh
GF(2%) is used. Each RS code symbol is assigned to a blogkpbability, a minimal vector error is made, that is, thetidat



X —x | a—a | idu
error patterns of typé+12,0°)
11 0 0 0 0 0 -2 0 1 2 3 4 5 300101011
1 1 0 0 0 0 0 o2 o0-1 -2 -3 45 300101011
-1 1 0 0 0 0 0 00-2 2 3 4 5 6 7 400 1 01010
1 -1 0 0 0 0 0 02 -2 -3 -4 -5 -6 -7 4900101010
1 -1 0 0 0 0 0 o2 -2 -3 4 -5 6 -7 400 1 01010
-1 1 0 0 0 0 0 0-2 2 3 4 5 6 7 400101010
1 1 0 0 0 0 0 02 O0-1-2 -3 45 3300101011
-1 -1 0 0 0 0 0 o0-2 0 1 2 3 4 5 300101011
-1 0 -1 0 0 0 0 02 1 1 2 3 4 5 301101011
1 0 1 0 0 0 0 g2 -1-1-2 -3 453301101011
-1 0 1 0 0 0 0 0-2 1 3 4 5 6 7 401 101010
1 0 -1 0 0 0 0 02 -1-3 45 -6 -7 4901101010
error patterns of typé+ Yy, -+ V)

Yo e < Ve Y <l <Yy - (-1 0 0 0 0 0 0 01 00 00000
Yoo Voo Vo Yo % Y Y% %»{1 0 0 0 0 0 0 01 00 O0O0O0O0O0
Vo Yo Yo Ve o - »{1 -1 -2 -3 -4 -5 6 -31 1010101

Yo e e Ve e e Y k|11 2 3 4 5 6 311010101

e e e e e -t s, BY-101 011111 1111111111
Vo =Y Vo Vo e v Y -Hp(1 -1 -1 -1 -1 -1-1-111111111
Yoot Yo Yo - - <Y -%»|1 0 -1 -2 -3 45 -310101011

e e Y Voo Vo 2 »i1 0 1 2 3 4 5 310101011

Yy e Y s Ve Yy s -1 0 101 1 1 1 31 0111111
Yooto Y2 Yoo e Y Y -»|1 0-1-1-1-1-1-110111111
Yoo = Yy Yy Y <Yy oYy %11 <101 -2 -3 45 311101011

Yo e e Ve e Y BY-101 012 3 4 5 311101011

Yoo e Yy e sl sl Yy - -l 012 02 02 02 2 1911000001
Voo Yo Va2 Voo Vo 2 i1 -1 -2 -2 -2 -2 -2 -1 1000001

TABLE |

SEVERAL OF THE 240MINIMUM NORM ERROR PATTERNS FOR THEE8 LATTICE. THE VECTORU @ u IS SUFFICIENT TO IDENTIFY THE ERROR PATTERNEXCEPT
FOR A SIGN CHANGE

decoder erroneously selects one of the 240 neighborinigdattThus, the entire integer sequence can generally be reahviére

points. the correct RS symbol is known.
If the number of block errors (that is, lattice decoding esyas
less than the error-correcting capabilitpf the RS code, then the IV. NUMERICAL RESULTS

blocks which have errors can be ide_ntified. But sipce the RIBco Tpe proposed construction is evaluated numerically. Com:-
only protects the least-significant bits, RS decoding alarenot 4 isons are made with the dominant conventional system fo

recover all the ir_n‘ormation. The distance properties ofl#tgce error-correction in flash memories, BCH codes using Grajedo
will be used. This may be regarded as a type of post-pro@@ssph\. To show the benefit of the proposed construction, a fair
step. comparison is made by selecting code parameters to encodé ab

B The differencea —a denotes the integer error pattern, andu  4q96 pjts, so that the number of cellé (and thus the code rate)
= [u—ul denotes the bit error pattern. Sinags provided by the ,.o a5 similar as possible.

RS deco_den_l@ uls known. A sample of some of the 240 error For parametersn, ¢ and s, there exists a systematic, shorted
patterns is given in Table I. Except for a sign change through RS code of length. — 2™ — 1 — s symbols, encoding. — 2™ —

the bit error pattemi ® u uniquely identifies .the integer €ITOTy _ 9¢ — s information symbols, that can correcsymbol errors.
pattern. By employing a look-up table (much like Table I)stbit For parametersn, ¢t and s, there exists a systematic, shortened

error patternu > u can be mapped to an integer error patteyn BCH code of lengti2™ — 1 — s bits, encoding®™ — 1 — m# — s
used to find a two new estimated integer sequeageandas: information bits, that can corre¢tsymbol errors.

a; = a-+e, and (22) Fig. 1 shows the simulated word error probability fpr= 8
a, — a—e. (23) (3 bits per flash cell), and various code rates. The specifie co
~ . _ parameters are in Table Il. At a probability of word errorerat
Select the vectad that has the shortest distance from the receivedl 1,6 the uncoded E8 lattice has approximately 1.8 dB better
sequency. performance than PAM. This benefit is preserved after cqding
{ ap |lay —yll < [laz —yl| (24) With gains of 1.6 to 1.8 dB are observed. Note that for eacfecod

o))

a, otherwise comparison the error-correction capability of the RS andHBC



RS over GF28)

BCH over GFg'3)

RS rate
ke/nc

Flash rate, bits/cell

(nec, ke, t) s cellsN bitsk R (21)

(nec, ke, t) s

BCH Rate
ke/nc

Flash rate, bits/cell

cells N bits k ke logsy g/nc

(172,170,1)
(172,168,2)
(173,167,3)
(174,166,4)
(174,164,5)

1376
1376
1384
1392
1392

4112
4096
4104
4112
4096

0.988
0.977
0.965
0.954
0.943

2.988
2.977
2.965
2.954
2.943

TABLE Il

(4109,4096,1)
(4122,4096,2)
(4135,4096,3)
(4148,4096,4)
(4161,4096,5)

4082
4069
4056
4043
4030

1370
1374
1379
1383
1387

4096
4096
4096
4096
4096

0.997
0.994
0.991
0.987
0.984

2.991
2.981
2.972
2.962
2.953

RSAND BCH CODES CONSIDERED INFIG. 1

T T
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Fig. 1. Probability of word error for Reed-Solomon codeshvi8 lattice, com-

pared to BCH codes with Gray-coded PAM, for flash memory with 8 (uncoded

3 bits/cell). The proposed construction has 1.6 to 1.8 dBebgerformance. The
uncoded performance is also shown, where an error corrdspgona symbol (an
ES8 lattice symbol or a g-ary PAM symbol) being in error.

El
[10]

[11]
code is essentially the same.

It should be noted that the E8 lattice decoder is a soft-in
decoder, whereas PAM decoding is hard decision. In bothscase
the RS and BCH decoders are using hard inputs. In commerdidl
flash memory products, the memory and error-correctiontfons
in separate chips. While the E8 decoder has soft inputs,ulseca
it is a low-complexity decoder, future flash memory systems
could implement a lattice decoder on the flash memory chip.
Thus, the error-correction performance may be improvethowit
significant changes to existing system architecture.
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