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Abstract—This paper presents a hierarchical approach to would dominate performance. Hence, several methods have
resource allocation in open-access femtocell networks. Bmajor  peen proposed in literature to reduce interference. Theglyna
challenge in femtocell networks is interference managemén fall into two categories: power auto-configuration elg],d8d

which in our system, based on the Long Term Evolution (LTE) ., . ;
standard, translates to which user should be allocated whic cognitive and dynamic spectrum allocation [4}-[6] (amdngs

physical resource block (or fraction thereof) from which femtocell many references). However, these works either require @f ot
access point (FAP). The globally optimal solution requiresnteger  information to execute the relevant algorithm or requireneo
programming and is mathematically intractable. We proposea pletely decentralized decision making that leads to ieterice
hierarchical three-stage solution: first, the load of each AP is or long convergence times to a solution.

estimated considering the number of users connected to theAP, . . . .
their average channel gain and required data rates. Second, In th's paper, we focus on mterfergn.ce avoidance while
based on each FAP’s load, the physical resource blocks (PRBs @llocating resources to meet users’ minimum rate demands.
are allocated to FAPs in a manner that minimizes the interfer  Our analysis and design is in the context of femtocell-t&gis
ence by coloring the modified interference graph. Finally, he networks based on the Long Term Evolution (LTE) standard.
resource allocation is performed at each FAP considering &S’ are  resource allocation is defined in terms of connecting

instantaneous channel gain. The two major advantages of thi to EAPs. th locati f ohvsical block
suboptimal approach are the significantly reduced computdbn users o S, the allocalion or physical resource DIOCKS

complexity and the fact that the proposed algorithm only uss (PRBS) to FAPs based on the users it supports and then to
information that is already likely to be available at the nodes users. Clearly, solving this resource allocation problem t
executing the relevant optimization step. The performancef the  gbtain the globally optimal solution requires integer peaog-
proposed solution is evaluated in networks based on the LTE ming and is, essentially, impossible in practice. In resgon
standard. we present a partially decentralized and hierarchicalueso
allocation process. Each step in the process uses only local
information, i.e., information is likely to be easily obtaid at
Each new generation of wireless communication systertige node executing the step. Since LTE allows for reallocati
promises higher quality of service to a larger number @f PRBs every millisecond[7], we allow for fractional allo-
users. This requires new systems to find greater efficiencgtion of PRBs to users; the fraction indicates the fractibn
in use of the scarce resources, especially, the radio spectrtime the user is allocated the PRB.
In the cellular context, an effective approach is to reduce The overall algorithm comprises three steps: (i) decidiveg t
the distance between the transmitter and the receiverrin tPRB requirements at FAPs based on users’ data requirements
reducing the transmit power and increasing the frequengsere and averagechannel gains; (ii) allocating specific PRBs to
factor. Coupled with the observed increase in the indooa dé#APs based on coloring an interference graph; (iii) FAPs
activity [1], femtocells have been proposed as user-degloydetermining max-min user allocations based on their regluir
small base stations to improve indoor coverage. The ideadiata rates. This work is presented in the downlink, however,
that the user equipment (UE) would hand off from the cellulaimilar work can be done in the uplink with different power
base station to the femtocell access point (FAP) installednstraints introduced to the problem. The key contributd
at home or an office when operating indoors or when it this paper is, therefore, a partially distributed algaritthat
close enough to the FAP. The potential increase in the systerovides effective resource allocation and can be scalel to
capacity, however, encourages investigations into dépdoy large number of FAPs and users.
femtocells to also service any set of opportunistic useriglivh ~ The rest of the paper is organized as follows: In Sedfibn I,
"see” the FAP (generally called open access) [2]. we describe the system model and formulate the global
For FAPs to service outdoor users, they must transmit adgstimization problem. The proposed sub-optimal solutien i
quate power to provide coverage to a larger area. This, im tupresented in Sectidn]ll. The simulation results are penfed
results in higher interference if neighbouring FAPs shareim LTE standard presented in Sectfod IV. The paper concludes
channel. In a multi-transmitter environment, such intemfee with a discussion of the results in Sectioh V.

I. INTRODUCTION
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o User

Co ® FAP where S; is the set of users connected to and being serviced

i @ P by FAP . p;cl,)n and hg,)n are, respectively, the assigned power
Sot and channel power gain from FAPto userk on subchannel
o LRy . n. B/N is the bandwidth and? the noise power on each
subchannBl The first constraint is on the total transmit power

of each FAP, while the second ensures non-negative powers.
The third constraint ensures all users are connected to an
FAP. Finally, the sets,{Sl}lL:1 are disjoint since each user
is serviced by one and only one FAP at a time.
To solve this problem, we need to find the optim&l
T andp! . leading to the max-min normalized rates. There are
three issues that make finding the solution to this optinomat
problem impossible in practice: one, the assignment ofsuser
FAPs makes this an intractable integer programming proplem
[l. SYSTEM MODEL AND THE OBJECTIVE two, the problem is non-convex and hence hard to solve; three

Figure[1 illustrates the femtocell network under considiolving this optimization problem requires knowledge df al
eration. We assume a single circular cell and independétPchannels for all the users to all the FAPs. Getting this
uniform distribution for the location of all users and FAPsinformation to a central server would involve a huge ovechea
A user connects to a single FAP only. We do not consider tissentially, a resource allocation scheme based on perfect
basestation (BS) since it is generally provided an Orthagor{(nowledge of channels is infeasible in a femtocell network.
frequency/PRB allocation; our model considers only users 1T
using FAPS. Each femtocell access point is at the centre of __ . . .
its coverage area. In the figuréjs the radius of the coverage T_h|s section presen_ts the pro_posed_ alg(_)_rlthr_n that T"a"es a
area which depends on the environment and the FAP transifit > of reasonable, if sqb-optlmal, §|mpllf|cat|onssE|we
power. Due to random geographic distribution of femtocellgEt t.he user-FAP connectlons_ by forcing eac_h user to request
some of them might interfere. In other words, some user§'vice from_ the one FAP which offers the_hlghest long term
might be in a location covered by more than one FAP. ave_ragerec_elved power (baSGQ’ €.g.,ona P'IOt and Iarge-sc_ale

The system compriseK” users, and, FAPs are assumedf"f‘d'r?g)' This ad_dresse; the first Issue raised a_\bove and is a
according to a chosen user and FAP density. The physié&qn'f'cant step in making useful solutions .feai5|ble. Wenthe
channel between FAPs and users is modelled as frequeH ompose the. prob.l_em of resource allocation into threte:plqr
selective Rayleigh fading with average power determined lg oad estlmathn, (i) PRB allocation among FAPs and) (il
distance attenuation and large scale fading statistics.tdtal resource allocation among users at_each FAP. Two of these
bandwidth isB subdivided intaV sub-channels or PRBs. Userphases are done Iocally_at the FAP with small n_u_mber of users
k has a minimum data requirement & bits per second and/or subchannels. This hlerar_chal decomp03|t|on esalde
(bps). To achieve fairness, we aim to maximize the minimuff take advantage of locally optimal algorithms.
proportional rate, i.e., max-min of the achieved rate olldha A. Phase 1: Load Estimation

users normalized by their required data rates. For conmeaje The FAP is assumed aware of the desired rateamdage
the rate achieved on a specific channel is assumed to be gixgl,e| powerfor all users that it serves. Based on this

by the Shar_mon capacity, thoug_h more practical mdeIatiofﬁ?ormation, the FAProughly estimatests load in the form
can be easily accounted for using the corresponding 9aPf0total number of subchannels required by its users. At

caSa((:jity [ﬂ: . h |t f th ... this phase, the objective at each FAP is to minimize the
nder this setting, the general form of the optimizatiof, . " mper of required subchannels. This problem can be

problem is: formulated as a convex optimization problem at each FAP as:

min E W
Wi, P

Fig. 1. Random distribution of FAPs in a femtocell Network.

. PROPOSEDHIERARCHICAL SOLUTION
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et where wy, is the number (can be a fraction) of subchannels

FAP [ assigns to uset € S;. P, and Hy, are the total power

1if the BS allocation is not orthogonal, it can be easily ipmrated as
another transmitting node in the network with its own poweddpet. 2The terms “PRB” and “subchannels” are used interchangeably

~



every iteration, the vertex which is adjacent to the greates
number of differentely-colored neighbours is colored wath
| new color, if necessary (until colors are exhausted). Niodé t
‘ by creating N; nodes for FAPI, this process achieves an
; approximate proportional fairness in the case the senrerata
O meet the demand of’, V; interference-free subchannels.

It is worth noting that optimal coloring of graphs is possibl
with low complexity if the interference graph is sparse such
that each node is connected to at masinodes whereV is
the total number of channels. Such graphs can be optimally
colored with a modified Breadth First Search (BFS) algorithm
with complexity of O(|V|+|E|) where|E| = a|V| = O(|V])
where |E| and |V| are the cardinality of edges and vertices
respectively andy is a scalar. Furthermore, due to the small
coverage area of each femtocell, we assume FAPs are either
: s interfering or not. However, by changing the interferenapd
FAP #2 into a weighted graph, the problem of interference redactio

‘ ’ , can also be formulated as m&xCut problem whereV is the
number of available subchannels. The goal then is to find
groups of nodes where each group has the lowest edge weight
among them and can be assigned the same color.

Fig. 2. FAP network with 3 FAPSN; = 1, No = N3 = 3.

Fig. 3. Interference graph corresponding to Fiddre 2.

allocated to usek and the average channel gain seen by user
k respectively. FAR setsN; = 3, 5, Wk s the total number
of subchannels it requires.

B. Phase 2: Channel Allocation Among FAPs Using Graphs

In this phase, the objective at the server is to asSigWy. 4. Interference graph coloring corresponding to FégBr Minimum
subchannels to FAPgroportional to their estimated load number of colors is 4, with both optimal and suboptimal doigralgorithms.
while minimizing the interference among them. The FAPs
report their requested loadg); },-_, to a central server. Given
N PRBs, if N > S22 N, each FAP is easily satisfied; .
however, this is unlikely. The server is assumed to know tftlﬁAt ths ﬁnd Olf PEhasheFAZ\;D the FAPs ”haV? ?ﬁen assigned
interference graph based targe-scalestatistics, i.e., it knows elr su tcthanne S: _tac X?n n%WFilg Ct?] N esle resource
which FAPs potentially interfere with each other. The pesbl amongst the users 1t serves. At eac » IN€ probiem 1S now
of channel assignment among FAPs can then be addresse(ﬁer%ced to maximizing the minimum raFe for each user subject
coloring the interference graph: here, each color cormespo to their requested data rate. The FAP is assumed to know the

to one subchannel. To take into account the load of FA annel state information for the users it serves. Netbe
we modify the interference graph as follows: each Fap ! e number of subchannels assigned to FARot necessarily

- ; equal to Ny, the number of subchannels requested). At this
's represented by, nodes (forming a complete subgraph), qP the r(lesource allocation problem is forn?ulated ;3'

An edge connects two nodes if FAPs potentially interferg.A

C. Phase 3: Resource Allocation Among Users

The problem of channel assignment then becomes a graph N
coloring problem where two interfering nodes should not be max min TN Chnlogy | 1+ ——5—"—
assigned the same color. An example of a three FAP netwofk™ " I g

is illustrated in Fig[R. FAP #1 potentially interferes wiEAP Ny
#2 and FAP #3. The corresponding interference graph and the subject to Z Z Pk < Praz,  Pen 20, Vkn
coloring are illustrated in Fig&l 3 and 4. n=1keS,

For arbitrary graphs, graph coloring is an NP hard problem. Z Chm =1, chn >0 ¥n ©)
We adopt the heuristic algorithm proposed by Brélaz [9]; at hesi '



wherecy, ,, is the fraction of subchannel (using time-division
as allowed by LTE) allocated to usér

TABLE |
SIMULATION PARAMETERS

it > . Parameters | Value
This is a sta_ndard convex optimization problem easily Carrier frequency > GHz
solved for the time fraction and assigned powers. An even Channel bandwidth 20 MHz
simpler alternative is to divide power equally amongst e Carrier spacing 15 kHz
. . Resource Block 180 kHz
subchannels, _Ieadlng to a linear program. Total Number of PRBS 100
To summarize the steps of the algorithm, the FAP reports N 50
its desired subchannel allocation to a central server based Transmit Power 20dBm
| t tatisti Th th the interf h Antenna gain 0dB
ong-term statistics. The server then uses the interfergraph Antenna 1x1
to assign subchannels in an interference free manner.yinal Configuration
the FAPs use their allocation optimally (locally) to proeid NMQ'SG F'gu(;?t'” UE n th?B -
. Inimum  distance meter from
resources to users. At each stage, the problems being solved Penetration Loss 10dB/3dB
use only local knowledge. (wall/window)
d 15m

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
scheme with simulations. The simulation setup is the LTE
standard closely following [10]. The path loss between the
FAP and the user accounts for indoor and outdoor propagation

PL = 38.46 4 201og(din) + 37.6log,o(d) + L + Ly
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whered;,, is the distance between the FAP and the external
wall or window and has a uniform distribution between 1m
and 5m; L is the penetration loss and is set to 10dB and
3dB (with equal probability) for an external wall and window
respectively;Ls accounts for shadowing and is modeled as a
log-normal random variable with standard deviation of 10dB
Finally, assuming Rayleigh fading, the instantaneous powe
of the received signal is modeled by an exponential random ‘ ‘ ‘ ‘ ‘
variable with the mean equal to the average receive powér [11 ' e e !
The receiver noise power spectral density is set to -1748Bm/
with an additional noise figure at the receiver. Fig. 5. : _
The downlink transmission scheme for an LTE system P§" circle of 5.5m radius. Cell radiu
based on OFDMA where the available spectrum is divided
into multiple subcarriers each of bandwidth 15kHz. Resesirc
are allocated to users in PRBs of 12 subcarriers: hence fpdtage versus deman#igure[5 plots the outage rate versus
bandwidth of each subchannel is 180kHz and is used as thg user required data rate (demand). Here outage is defined a
signal bandwidth BW in calculating the noise power. Eadie fraction of users who do not receive 80% of their requkste
PRB is allocated to a user at a time fosabframeduration rate. The cell radius is set to 100m and the FAP density
of 1ms. Here we consider the maximum (20MHz) bandwid@®n€ per 100n? equivalent to 1 per radius of 5.5m. The same
corresponding to 100 PRBs of whicki PRBs are allocated Metric in a low FAP density network is shown in Figlre 6
to the femtocells, i.e.5", N; < N. A key assumption in the Where is 1 per 1000m* equivalent to 1 FAP per radius of
simulations is that since a PRB comprises 12 subcarriech, ed8m. In both cases, user density is chosen)agquivalent to
PRB experiences an independent fade, i.e., we assume ¢hattiysers per FARN averageAll the users have equal demand.
multipath environment is such that the fading is effectiiiat 1he results are averaged over 100 different user and FAP
for the 12 subcarriers in a PRB, but rich enough to yield dacations and 10 channel realizations per set of locations.
independent fade on each PRB. Comparing the two figures, the outage with high FAP
Table[] lists the parameters used in the simulations, unledgnsity is higher for the same user demand. This is because, i
otherwise specified. both systems, the average number of users per FAP is constant
The interference graph is generated based on the distahigavever, due to higher density of FAPs, they are more likely
between each pair of FAPs. If the distanbe< 2d, whered to interfere. Hence, the interference graph becomes dense i
is the radius of the coverage circle of one FAP, the pair afié¢rn requiring more channels to color the graph. However, th
connected in the graph and are assumed to interfere with eé@al number of PRBs is limited\ = 50). As a result, each
other. In practice, whether two FAPs interfere can be moFé\P gets smaller proportion of PRBs leading to higher outage
accurately estimated by each FAP and reported to the centradlt is worth mentioning that the key contribution here is the
server. ability to wisely allocate resource allocation for a largember
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Fig. 6. Outage versus required data rate in low FAP densitwar& of 1

per circle of 18m radius. Cell radius = 100m. Fig. 7. Minimum and maximum user achieved data rate verseisdemand.

FAP density is 1 per circle of 18m. Cell radius = 80m.

of users, FAPs and PRBs. In Fid. B, = 1256, L = 314 and

N = 50. Given these large numbers, it is difficult to compare Ateach step in the process, the node solving the related opti
these results against any alternative scheme. mization prOblem requires information that it is ||ke|y tave.
Achieved rate versus demarfégurelT plots the average min-The central server only requires knowledge of the demands
imum and maximum (over locations and channel realization§ade by the FAP. Similarly, the FAPs require knowledge of
user data rates in a low density network. Interestingly, th@cal channels to users they serve; importantly, they do not
minimum achieved rate is approximately constant with iff€quire any global information. Note that the final step of
crease in the demand whereas the maximum achieved r@gource allocation at the FAPs would, in practice, be sblve
decreases. This is because as the demand increases, so ifdeallel.
the load of each FAP and hend¥;,. Since each FAP is
represented withV; virtual nodes, the resulting graph gets _ . )
dense. With the total number of PRBS fixed, each PAP receivdl FIesenaten 1y ABl Reseach, ‘Chalerges Facng el
a decreasing fraction of its requested load. Since the local Home Access Points and Femtocel®ec. 2007.

resource allocation is in the form of max-min, the minimum(2] V. Chandrasekhar, J. Andrews, and A. Gathere, “Femkd¢etworks: a
data rate remains almost constant but the maximum achieveg ﬁuréfgus'ffn'z EorTﬁmw_M:gf‘ﬂgg’?_': ‘g’ gg;n%eﬁp;:’ngésjér\zgf'mt
data rate decreases. Similar results were achieved for high Femtocell ConceptBell Labs Tech. Journalpp. 221246, May 2008.

density networks showing more fair distribution of res@src [4] D. Lopez-Perez, A. Ladanyi, A. Juttner, and J. Zhang, DDA

TP ; ) Femtocells: A self-organizing approach for frequencygrssient,”Proc.
with increase in the all users’ demand. of PIMRG pp. 2202-2207, 2009.

[5] Y.-Y. Li, M. Macuha, E. S. Sousa, T. Sato, and M. Nanri, bitive
V. CONCLUSION Interference Management in 3G FemtocelBybc. of PIMRC 2009.

In this paper, we proposed a hierarchical low complexity®! \I(I'eznxf‘)ﬂf’s' :fﬁ]e;?é‘écflvscrﬁgngoigcomp'ete'y Closed Acgadsemtocell
three-phase resource allocation scheme in open access fg@-c. Gessner, “UMTS Long Term Evolution (LTE) Technology
tocell networks. The main advantage of the proposed scheme Introduction,” Rohde and Schwarz Tech. Rep. Available online,
: . _ A . http://mww2.rohde-schwarz.com/flE0948/1IMA1112E.pdf Mar. 2007.
!S decomposmg a complex non-convex optlmlzatlon proble ] A. J. Goldsmith and S.-G. Chua, “Variable-rate variaptver MQAM
into several smaller convex problems with smaller sets of" for fading channels,IEEE Trans. Comm.ol. 45, Oct. 1997.
variables to optimize. The resulting hierarchical scheme i[9] D. Brélaz, ‘f‘N;]ew MethOtlis to Color the Verticeslofa Gréptommu-

: ; ; ; nications of the ACMvol. 22, pp. 251-256, April 1979.
effective with a Iarge prOblem S}ZE. The first phase of ﬂ‘[‘1310] Femtoforum White Paper, “Interference Management FD®IA Fem-
proposed scheme is cell selection based on the long term igcelis” www.femtoforum.org
averaged received power at each user and load estimatioflHt F. Hansen and F. |. Meno, “Mobile Fading-Rayleigh andyhormal
each FAP based on its number of users and required service. Snggg"%‘éssediIE%E Trans. on Vehicular Technolagyol. VT-26, no. 4,
. p. 332-335, .
The second phase attempts to reduce the interference among
FAPs by coloring the modified interference graph considgrin
FAPs load. Crucially, this step allocates resources to meet
demands at individual FAPs. Finally, a convex problem in the
form of maxmin is formulated at each FAP with small set
of variables to maximize the minimum achieved data rate at

each FAP.
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