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Abstract—There have been emerging lots of applications for
distributed storage systems e.g., those in wireless sensornetworks
or cloud storage. Since storage nodes in wireless sensor networks
have limited battery, it is valuable to find a repair scheme with
optimal transmission costs (e.g., energy). The optimal-cost repair
has been recently investigated in a centralized way. However
a centralized control mechanism may not be available or is
very expensive. For the scenarios, it is interesting to study
optimal-cost repair in a decentralized setup. We formulatethe
optimal-cost repair as convex optimization problems for the
network with convex transmission costs. Then we use primal
and dual decomposition approaches to decouple the problem
into subproblems to be solved locally. Thus, each survivingnode,
collaborating with other nodes, can minimize its transmission
cost such that the global cost is minimized. We further study
the optimality and convergence of the algorithms. Finally,we
discuss the code construction and determine the field size for
finding feasible network codes in our approaches.

I. I NTRODUCTION

Wireless sensor networks consist of several small devices
(e.g., sensors) which measure or detect a physical quantity
of interest e.g., temperature, dust, light and so on. The main
characteristics of these sensors are on limited battery, low CPU
power, limited communication capability and small memory
[1]. These nodes are often vulnerable. Thus to make the data
reliable over these unreliable node, the data can be encoded
and distributed among small storage devices [1], [2], [3]. When
a storage node fails, to maintain the reliability of systems, an
autonomous algorithm should regenerate a new storing node.
The process is generally known as repair. Repair process will
cause traffic and transmission cost. The repair process with
the aim of minimizing traffic leads to the proposal of optimal
bandwidth (traffic) regenerating codes [2]. The repair with
the objective of minimizing transmission costs leads to the
minimum-repair-cost regenerating codes in e.g., [4].

The regenerating code [2] in a distributed storage system
with n nodes is actually a type of erasure codes by which any
k (k 6 n) out of n nodes can reconstruct the original file.
This property, called the regenerating code property (RCP),
is desirable since it is optimal in providing reliability using
a given amount of storage. In the repair process, the new
node may not have the same coded symbols as the lost node.
However it preserves the RCP. This type of repair is known
as functional repair. Reference [2] also models distributed
storage systems and the repair process by an acyclic directed
graph, namely,information flow graph. The graph involves
three types of nodes: a source node, storage nodes, and a

data collector. When a node fails, surviving nodes sendγ
bits of coded symbols to the new node. Cut analysis on
the information flow graph shows the fundamental storage-
bandwidth tradeoff. In [5], it is shown that the tradeoff can
be achieved by deterministic/random linear network codes
([7]). In [1] and [2], decentralized approaches for erasurecode
construction has been proposed respectively based on fountain
code and random linear network coding.

Reference [4] seeks to minimize repair-cost with the RCP
preserved. Furthermore, surviving node cooperation (SNC)is
also proposed in [4]. That is, a surviving node can combine
the data from other surviving nodes and its own data. The
transmission cost is optimized for linear costs with a central
controlling way. Here we shall study the process of optimal-
cost-repair in a decentralized method. The scenario is inter-
esting when the central control is difficult or expensive. For
instance, a centralized control in distributed storage in wireless
sensor networks is difficult or even impossible. To achieve
a decentralized method in minimum-cost repair, we first
formulate problems as convex optimization problems. Then
we study decentralized methods for finding an optimal-cost
subgraph decoupled from code construction. For the purpose,
we present two distributed algorithms based on primal and
dual decomposition. With the minimum-cost subgraph, we
show that there exists a code over a finite field to regenerate
the new node properly.

The rest of the paper is organized as follows. We formulate
the minimum-cost repair problem in Section II. Then, Section
III presents primal and dual decomposition algorithms for
finding minimum-cost repair subgraph in a distributed way.
We discuss in Section IV the issue of the code construction
and required field sizes.

II. PROBLEM FORMULATION

Consider a network withn nodes. There are paths con-
necting nodes. We denote the transmission cost from node
i to node j by function fij . We only consider the convex
cost. Thus, ifzij is the number of bits (packets) transmitting
from nodei to j, fij is a convex function ofzij . We assume
that each node knows the cost of links to its neighbor in the
network. For simplicity, we assume that the network is delay-
free and acyclic. In what follows, we first present the modified
information flow graph to analyze the repair process.
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Fig. 1. Modified information flow graph for a four-node tandemnetwork.
There are directed channels connecting node 1 to node 2, node2 to node 3,
and node 3 to node 4, respectively. Node 4 fails and node 5 is the new node.

A. Modified Information Flow Graph

Consider a storage system with the source original file of
sizeM distributed amongn nodes in which each node storesα
units and anyk out ofn nodes can rebuild the original file. We
denote the source file with anM × 1 vectors. Then, the code
on nodei can be evaluated by a matrixQ

i
= (q1

i
, · · · , qα

i
)

of size M × α where each column (qj
i
) represents the code

coefficients of fragmentj on nodei. The stored data in node
i is Xi = QT

i
s. Then we can denote the flow of information

(and topology of networks) in a distributed storage system by a
directed acyclic graph denoted asG(n, k, α) = (N,A), where
N is the set of nodes andA is the set of directed links.

Similar to [2], graphG(n, k, α) consists of three different
types of nodes: a source node, storage nodes and data collector
(DC). The source node contains the original file which is go-
ing to be distributed among storage nodes; The storage nodes
consists of two kinds of nodes, namely,in andout nodes with
a link of capacityα (the storage size) between them; The data
collector can reconstruct the original file by connecting tok
out nodes. Yet different from [2], the modified flow graph
shall reflect the topology of the network. Thus, there might
not exist direct channels (edges inG) from a surviving node
to the new node. A storage node may have to forward the data
of other nodes to the new node, depending on the network
topology. When a node fails, all the surviving nodes (n − 1
nodes) can join the repair process. An optimization algorithm
shall determine the optimal traffic on the links and hence
the number of nodes for repair. An example of the modified
information flow graph for a distributed storage system of a
four-node tandem network is given in Fig. 1, where node4
fails and node5 is the new node.

For analysis, we use a column vector to denote the number
of fragments transmitted on the links of the network. The
vector is termed assubgraph(z = [z(ij)]|(ij)∈A

). For a given
network, our objective is to minimize the cost (σc) during the
repair process. With the subgraphz = [z(ij)]|(ij)∈A

, and cost

function fij , the repair cost is

σc ,
∑

(ij)∈A

fij(z(ij)). (1)

B. Constraint Region

In the repair process, it is required that anyk nodes can
reconstruct the original file. This property is known as the
regenerating code property (RCP). In the literature, the process
that a node fails and a new node is regenerated is called a stage
of repair. The RCP must be preserved in any stage of repair.
Thus, in the repair process we should have the RCP for the
system with the new node and surviving nodes. Hence, any
cut in the modified information graph must not be less than
M , i.e., the original file size. The requirement is called the cut
constraint. Thus, we should find the minimumσc under the cut
constraints. Since there are multiple cuts in the networks,there
will be multiple cut constraints. If we assumeR constraints,
the constraints represent the feasible region in our problem.
We call the region polytopeΨ, which can be denoted by the
following R linear inequalities,

∑

(ij)∈A

hr
(ij)(z(ij)) ≤ 0 for r = 1, · · · , R, (2)

where hr
(ij)(z(ij)) is an affine function ofz(ij) in the r-th

constraint.
The polytopeΨ is restricted by linear inequalities. Hence, if

z(ij)s are real numbers then the constraint regionΨ is convex.
We can reasonably assume thatz(ij)s are real numbers. Note
that the file is measured by bits but it is normally quite
large. Thus we can considerz(ij) real valued. Following this
assumption,Ψ constitutes a convex region. Since the constraint
region is convex, whenever the cost function is convex, the
problem is convex.

C. Convex Optimization

With the constraint region and objective function, we can
formulate the optimization problem as follows,

minimize
∑

(ij)∈A fij(z(ij))

subject to
∑

(ij)∈A hr
(ij)(z(ij)) ≤ 0

for r = 1, · · · , R,
z(ij) ≥0.

(3)

Problem (3) can be solved centrally as in [4] if there is
a central control mechanism. Consequently the optimal cost
subgraph can be found. Without central control schemes, we
can find the optimal cost subgraph in a decentralized manner
as follows. Corresponding to the minimum cost subgraph for
α = M/k, we can also find a decentralized coding scheme
(e.g., random linear network codes) for the repair satisfying
RCP (to be shown in Section IV).

III. M INIMUM -COST SUBGRAPH BY DECENTRALIZED

ALGORITHMS

We first show problem (3) can be separated to(n − 1)
subproblems. To decouple the problem into subproblems, we
apply primal and dual decomposition methods [9]. These



approaches lead us to distributed algorithms of finding the
optimal-cost repair subgraph. Further we analyze their prop-
erties and evaluate their performance.

A. Primal Decomposition

The cost function of problem (3) can be decoupled into
n− 1 parts, each associated to a surviving node. Then every
node solves an optimization problem locally and a master
node coordinates the problem solving (we shall show that this
master problem can be solved in a decentralized way with
communication between nodes). Without loss of generality,
we assume node1 fails. For decomposition, we rewrite the
problem (3) as the following form,

minimize
∑n

i=2

∑

j|(ij)∈A fij(z(ij))

subject to
∑n

i=2

∑

j|(ij)∈A hr
(ij)(z(ij)) ≤ 0

for r = 1, · · · , R,
z(ij) ≥0.

(4)

Then, using primal decomposition with a constraint [9],
each nodes minimizes its transmission cost by,

minimize
∑

{j|(ij)∈A} fij(z(ij))

subject to
∑

{j|(ij)∈A} h
r
(ij)(z(ij)) ≤ tri

for r = 1, · · · , R.
z(ij) ≥0.

(5)

Finally the following master problem iteratively update
parameters:t12, · · · , tR2 , t13, · · · , tri , · · · , tRn

minimize φ = φ2(t
1
2, t

2
2, · · · , tR2 ) +

· · ·+ φn(t
1
n, t

2
n, · · · , tRn ),

subject to tr2 + ...+ tr3 + · · ·+ trn = 0, (6)

where for each node,φi(t
1
i , t

2
i , · · · , tRi ) is calculated using the

Lagrange dual function, associatingλ1
i , · · · , λR

i as Lagrangian
variables ofR inequality constraints in subproblemi, as

φi(t
1
i , t

2
i , · · · , tRi ) = sup

λ1
i ,··· ,λ

R
i

inf
z(ij)|(ij)∈A

fi(z(ij))

−λ1
i (h

1
i (z(ij))− t1i )− · · · − λR

i (h
R
i (z(ij))− tRi ). (7)

We can relax the constraint in (6) by settingtrn = −(tr2 + ...
tr3 + · · · + tr(n−1)) in subproblemn. Thus, the gradient of
functionφ(t12, · · · , tR2 , t12, · · · , tri , · · · , tRn−1) in (7) is

∆p = (λ1
2 − λ1

n, · · · , λR
2 − λR

n , · · · , λR
(n−1) − λR

n ). (8)

Therefore, the iterative algorithm is
Algorithm 1:Primal iterative algorithm

Repeat:
1) Every node solves a subproblem

Node i, for 2 ≤ i ≤ n, solves the subproblem (5),
finding z(ij)|(ij)∈A and (λ1

i , · · · , λR
i ).

2) Update vectort = (t12, · · · , tR2 , t12, · · · , tri , · · · , tRn−1)
t := t− αk∆p, whereαk is the iteration step length.

Until: The stopping criterion (as follows) is satisfied.
The algorithm can be stopped after passingT (pre-defined)

iterations for delay sensitive conditions or after achieving

certain level of accuracy (e.g.,‖σc(k)−σc(k−1)‖ < ε, where
ε is small and positive). The properties of Algorithm 1 are
discussed as follows.

1) Optimality: We know problem (4) has feasible solutions
(by e.g., simply assigningz(ij) = M all the cut constraints are
satisfied). According to [9], problem (4) and the decomposed
problem are equivalent. Hence, as long as the convergence of
the decomposed problem is proved, it converges to the optimal
solution.

2) Convergence:
Proposition 1: For the decomposed problems (5), (6), Al-

gorithm 1 converges to the optimal solutions.
Proof: The proof is similar to that in [9].

3) Implementing Algorithm 1 in a decentralized way:It
seems that Algorithm 1 is still not fully decentralized since
a node is needed to solve the master problem. However, by
checking the master updating equation, we see that the equa-
tion can be broken inton− 1 parts if nodes can communicate
to each other. That is,

∆p = (∆p2, · · · ,∆pi, · · · ,∆pn), (9)

where for nodei, 0 ≤ i ≤ (n− 1),

∆pi = (λ1
i − λ1

n, λ
2
i − λ2

n, · · · , λR
i − λR

n ). (10)

Consequently, at the end of each iteration, nodei, receives
(λ1

n, · · · , λR
n ) and updates its master equation as,

tri = tri − αk∆pi(r), for r = 1, · · · , R. (11)

Node i also sends the updated results to noden. Since we
assume there exists a path between any pair of nodes, nodes
can thus communicate and update their master equations.

B. Dual Decomposition

For dual decomposition, we can compute the dual function
of the optimization problem (4), and then decouple the prob-
lem into (n− 1) subproblems as follows

g(λ, z) =
n
∑

i=2

∑

{j|(ij)∈A}

fij(z(ij))− λ1(

n
∑

i=2

∑

{j|(ij)∈A}

h1
(ij)(z(ij)))

− · · · − λR(
n
∑

i=2

∑

{j|(ij)∈A}

hR
(ij)(z(ij)))

=

n
∑

i=2

(
∑

{j|(ij)∈A}

c(ij)z(ij) −
R
∑

r=1

λr
∑

{j|(ij)∈A}

hr
(ij)(z(ij))),

where λ1, · · · , λR) are associated Lagrangian variables of
R inequalities in problem (3). Therefore, the optimization
problem can be solved distributed by(n−1) surviving nodes,
where nodei, 2 ≤ i ≤ n, solves the following problem

g(λ) = minzij|(ij)∈A

∑

{j|(ij)∈A} f(ij)(z(ij))−
∑R

r=1

λr
∑

{j|(ij)∈A} h
r
(ij)(z(ij)))

.

(12)



Vector λ = (λ1, · · · , λR) is updated after each iteration in
order to minimize the duality gap by

maxλ g(λ). (13)

Since the gradient ofq(λ) with respect to the variableλr is:

g′r =
∂g

∂λr
= −

n
∑

i=2

∑

{j|(ij)∈A}

hr
(ij)(z(ij)), (14)

the iterative algorithm is
Algorithm 2:Dual iterative algorithm

Repeat:
1) Every node solves a minimization problem (12), result-

ing in z(ij)|(ij)∈A.
2) Update vectorλ = (λ1, · · · , λR)

λr := λr + αkg
′
r, whereαk is iteration step length.

Until: The stopping criterion (as Algorithm 1) is satisfied.
We discuss the properties of Algorithm 2 as follows,
1) Optimality: For a convex cost function, since the con-

straints in problem (4) are non-strict linear inequalities, then
the refined Slater condition is satisfied [8]. Therefore, strong
duality holds for any convex cost in the problem (4).

2) Convergence: Since Algorithm 2 uses a gradient
method, it is straightforward to show the convergence [8].

3) Implementing Algorithm 2 in a decentralized way:
Similar to Algorithm 1, the update equation can be decoupled
to (n− 1) parts.

C. Numerical results

For illustration, we apply the decentralized algorithms for
a 4-node tandem network in Fig. 1 and a2× 3 grid networks
in Fig. 2. Then, we numerically compare their convergence
behavior. First, we use the distributed algorithms on a repair
process of the distributed storage system in Fig. 1. Consider
a source file of sizeM = 4 packets is distributed among4
nodes such that anyk = 2 nodes can recover the original file.
Assume transmission between neighboring nodes leads to one
unit cost (fij(z(ij)) = z(ij)). If node4 fails, the optimization
problem is formulated as follows,

minimize f(z) = z(12) + z(23) + z(35)

subject to











z(35) ≥ 2

z(23) ≥ 2

z(12) + z(35) ≥ 2.

. (15)

If the problem can be solved centrally, the optimal approach
can regenerate the new node with4 units of transmission
costs as in [4]. Fig. 3 compares the result of distributed
algorithms by primal and dual decomposition whenαk =
0.5/

√
k. We can see that the primal approach has very low

convergence speed. The dual algorithm converges very fast
to the optimal value (of the centralized approach). However,
the convergence property may vary for different networks.
Consider the example in Fig. 2. We assumeM = 8 packets
are distributed among6 nodes in the grid network such that
any4 nodes can reconstruct the original file. As shown in Fig.
4, the dual algorithm converges slowly to the optimal value
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IV. D ECENTRALIZED OPTIMAL -COST M INIMUM STORAGE

REGENERATING (OC-MSR) CODE CONSTRUCTION

In this section, we illustrate how to construct the regenerat-
ing code corresponding the optimal cost subgraph in Section
III. In [1],[3], decentralized code for distributing data among
storage nodes have been suggested based on rateless fountain
code and linear network coding. In the repair problem, an
optimum bandwidth code has been suggested by Wu [5].
Subsequently, the author in [5] finds the the sufficient finite
field size for the linear code. We try to find the optimum-cost
minimum storage regenerating (MSR) code. Here MSR means
thatα = M/k. Consequently we find the required finite field
size for the linear code which regenerates the new node having
RCP property (with high probability).

To formulate the problem, suppose there is a source file of
sizeM which is divided intok(n − k) fragments and coded
with a regenerating code (satisfying the RCP) ton(n − k)
fragments. The code blocks are distributed amongn nodes
(Q

1
, Q

2
, · · · , Q

n
). Every node storesα = M/k = (n − k)

fragments with the code(Q
i
= [q1

i
, q2

i
, · · · , q(n−k)

i
]) where

qj
i
∈ F

M
q . When a node fails (say,Q

1
fails) the optimization

algorithm finds the minimum-cost subgraph. Using random
network coding from a proper finite field guarantees the
regeneration of the new node (Q

′

1
) satisfying the RCP. As

proof, we have Lemma 1 as follows.
Lemma 1: In the repair process of node1 described by

optimization problem (4), for any selection ofk− 1 surviving
nodes (Q

s1
, · · · , Q

sk−1
), there exist code coefficients in which

matrix [Q
′

1
, Q

s1
, · · · , Q

sk−1
] has full rank. That is,

∏

s1,··· ,sk−1⊆2,··· ,n

det([Q
′

1
, Q

s1
, · · · , Q

sk−1
]) 6= 0. (16)

Proof: Own to space limitation, we skip the proof here.
In the optimal-cost repair, surviving nodes are allowed

to cooperate (SNC) in order to reduce the cost as in [4].
Using SNC, network coding is also used in intermediate
storing nodes. The coding process may increase the degree
of new node’s polynomial considering the determinant of
coding variables [10]. The maximum degree of the new node
polynomial is determined by the maximum number of times
that a network coding process is used for a specific fragment.
We denote this number asnnc. For instance,nnc = 2 in a
scenario that there exist direct links from surviving nodesto
new node [2], [5]; one step of coding in surviving node and
another in new node. And, in generalnnc ≥ 2 in multi-hop
structure using SNC, since intermediate nodes as well perform
network coding on their received fragments. Thus, for a more
general scenario, we have the following result.

Theorem 1:For a distributed storage system with parame-
tersG(n, k, α), and a source file of sizeM , if the finite field
is greater thand0, there exists a linear network coding such
that at any stage, the RCP is satisfied, regardless of how many
failures/repairs happened before, whered0 =

(

n
k

)

Mnnc.
Proof: The proof is similar to the proof in [5].

With the sufficient field size, the network codes can be
easily constructed by e.g., the random linear network coding
approach [7]. In summary, OC-MSR codes can be given in two
steps. First, the optimal-cost subgraph is found. It is decoupled
from coding. Then, to construct the code of the new node,
network coding coefficients are chosen (e.g., randomly) from
a sufficiently large finite field (specified by Theorem 1) so that
the probability of regenerating the new node satisfying RCP
would be close to 1.

V. CONCLUSION

We study a decentralized approach for optimal-cost repair
in a distributed storage system. We formulate the decentralized
optimum-cost problems as a convex optimization problems
for the network with convex transmission costs. Primal and
dual decomposition approaches are used to decouple the
problem into subproblems to be solved locally. We further
study the convergence properties of the algorithms. Numerical
results show that for tandem network, dual decomposition
has much faster convergence and for grid networks, primal
decomposition is faster. Finally, we discuss the construction
of the optimal cost regenerating codes and discuss the field
size of the codes.
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