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Abstract—In this paper we optimize constellation sets to be Kats and Shamai show that the capacity-achieving distabut
used for channels affected by phase noise. The main objectiis  of the discrete-time non coherent channel under the average
to maximize the achievable mutual information of the conste 4\ e constraint is discrete with an infinite number of mass

lation under a given power constraint. The mutual information ints. Al dl b d h | it
and pragmatic mutual information of a given constellation is points. AlS6 some upper and lower bounds on channel capacity

calculated approximately assuming that both the channel ag are obtained. In particular, the upper bound is shown to be
phase noise are white. Then a simulated annealing algorithris  tight for asymptotically high SNR. More recently, Barbieri
used to jointly optimize the constellation and the binary lbeling.  and Colavolpe have used a Monte Carlo simulation method to
The performance of optimized constellations is compared wh  ggtimate the achievable information rate of the ANGN channe
conventional constellations showing considerable gainsniall . . - .
system scenarios. Wlt.h phase_no_|se, mgdelled as a Wlener process, assuming a
uniformly distributed input([B] and_[9]. However these rksu

|. INTRODUCTION are either too complex computationally or valid only in the

This paper investigates the constellation design for trarlarger limit of constellation points. Ir_[10] the authordaa
mission over AWGN channels affected by phase noise. Olate the mutual information for any given constellation fwit
main goal is to show that a significant improvement withiniform distribution over the signal space and assuming the
respect to the conventional QAM and PSK constellations camemoryless phase noise modelled as Tikhonov distribution.
be obtained by optimizing the constellation space conwider In this paper we provide a very close approximation for the
both thermal and phase noise effects in the optimizationutual information which is computationally much faster.
process. The shape of the optimized constellation depend©ptimizing the constellation space under the phase noise
strongly on the communication system model, the chanrfels achieved a lot of attention in the literature. [n][11] a
model, the power constraints and the objective function fat-ary constellation is patented which is robust over the
be optimized. Even for small signal sets with only 8 signafghase noise channels. 1nh_[12] the authors first provide an
several different constellations can be obtained, eachgbeapproximate expression for the symbol error rate of a given
optimal for a given set of parameters. We refer the readersaonstellation in the presence of phase jitter and then use a
[, 2], [8] and [4] and the reference within for a detailedgradient descent algorithm for finding a constellation whic
study of the algorithms and methods used for constellatiomnimizes this expression. This approach does not take into
optimization over the AWGN channel. the account the SNR as an optimization parameter. In the

Recently ([5],[4]) we have proposed a joint signal-labglinsame paper the authors also explore the design of circular
optimization scheme for designing constellations whictkkma(APSK) constellations for use over phase noise channel. In
imize the (pragmatic) achievable mutual information und¢f3] the authors optimize the 16-ary APSK constellations in
the peak power constraint as a function of signal to noigee presence of nonlinear phase noise. In the first step the
ratio (SNR) using a simulated annealing (SA) algorithm faauthors fix the number of rings and the number of signals over
transmission over non linear satellite channels. In thiepave each ring. In the second step they find the optimal radii and
use the same algorithm focusing on the channels with phadeses of each ring minimizing the symbol error rate foltayvi
noise, imposing an average power constraint. the detectors and decoders suggested_in [14].

In order to use the SA algorithm we first need to calculate Our approach in this paper is different from the previous
the mutual information of the constellation for a channeborks in several ways. First of all we provide an expression
affected by white additive Gaussian and phase noise. Tioe the achievable mutual information (AMI) in the presence
problem of calculating the channel capacity impaired bgf white phase noise and thermal noise. The AMI is then maxi-
additive Gaussian and phase noise is open in general and israred as a function of thermal and phase noise variances unde
active research theme. Some asymptotic results for déscred given power constraint. Furthermore, we do not impose
time channels at high SNR has been proposed by Lapidatily particular a-priori structure over the constellatigrace
in [6] for phase noise both with and without memory. I [7hnd our method allows for a joint signal-labeling optimiaat


http://arxiv.org/abs/1210.1752v1

when the pragmatic achievable mutual information (PAMI) iwhere

the target function to be maximized [15]. p(ylz)
The rest of this paper is organized as follows. In section CX) = Eamg {log2 ﬂ}
M we describe the notations and formulate the optimization M 2w P
problem. An approximate fast method for calculating AMI and = m—FEna, {max* log pylu) } .
PAMI in the presence of phase noise is also presented in this o v p(ylz)

section. We also provide a short description of the optiffora \yhere we used the short hand notationx* 2 log [ exp.
algorithm. The optimization results for 8-ary consteiat Npote that in general one needs to solve the above optimizatio

are presented in sectidnllill where we also provide sevefihplem under some power constraints over the constedlatio

[Viwe provide end-to-end simulation results of our optintizegng fix it to one.

constellations. Finally we conclude the paper in sedtibm¥ a |4 order to calculate” () we need first to compute(y|u)

discuss some future works. for any given input/ouput signats andy = ue’¥ +n. Sinceyp
Il. STATEMENT OF THE OPTIMIZATION PROBLEM Lieaiztér:ed to be a random variable with Tikhonov distriloutio
We consider a complex constellatiopn with M = 2™ =
elements. The elements of are referred as constellationlog(p(y|u)) = log/ p(ylu, " )p(Q")dy' 3)
points or simply signals. The Euclidean distance between -
two points in the complex plane is denoted 8, .), and — B+ max [)\(W) _ ﬁw —ueﬂ'*"'ﬂ
dg(.,.) is used to denote the Hamming distance between two @’ 2

binary sequences. The signals are associated to the bits at
the input of the modulator through the one-to-one labeling

p:x — {0,1}™. In particular, for any given signal, 1/'(z) yhere we have introduced(p) = K, cos(¢), and we have
is the value of the'” bit of the label associated to it. A labeling.giected in the variablé? all constant terms w.r i

for x is called a Gray mapping if for any two signal, z; € x The main step to obtain a fast and accurate approximation
we havedy (u(wi), pu(z;)) = 1if d(ws, x5) < d(@i, xx), 0T of the mutual information is to substitute theax* operation
all zy, € x. in last row of [3) with the maximum operation. Let2 y*u

A. Channel model and assumptions for the optimization prob-  @1d f() = Alp) + f_fn%(zej“’), to find the maximum we
need to find the solutions of the equat@é = 0 resulting in

=B - T|u|2 + max [/\(go’) + K, R(y ue’? )} :
o’

lem
We consider a Complex Additive White Gaussian Noise I (p) K E% iv)
(AWGN) channel with phase jitter, i.e., the received signal Do - " 9y (ze o=d

can be written as . i )
obtaining the following expression fa¥

y=xze’? +n
. K,
wheren is a complex Gaussian random variable with concen- sin(¢) = —|Z|K— sin(arg z + ¢)), (4)
tration K,, = 1/0?, z is the transmitted constellation point . ) v .
andy is the phase rotation. We assume thatas a Tikhonov Where¢ is a function ofz. Equation[(#) has the solution

(also known as Von Mises) probability distribution funetio AS(2
: : ; = t 7( ) 5
(PDF) with concentratior,, i.e., ¢(z) = —arctan 7 T AR(z) )
_ effpcosle) where we have definedt £ Z£= Substituting the above
p(p) = 5577 Ko
21ly(K,)’ equation in[(B) we obtain

wherel(.) is the modified Bessel function of the first kind of n Kn oo . %, iy u)
order zero. As we have mentioned we consider only the res}ag(p(yw» ~B 2 [ul” + A(o(y™w) + KnR(y"ue )
ual phase error caused by the imperfect phase synchramzatrhe normalized logarithm ifi{2) can then be approximated as

and therefore the obtained results are independent from any

specific phase-estimation technique. This simplificatitowes lo (p(mu)) ~ Moy ) — Mb(y*z))

us to obtained a simple and fast approximation for the mutual p(ylz)

information _of any given consteIIaFion. o +ﬁ (2%(y*uej¢(y*u)) -~ 2%(y*xej¢(y*z)) ~Jul? + |x|2) _
Our goal is to find the constellation that maximizes AMI of 2

the channel, when all the constellation points are trarerhit ©6)

with the same probability. Therefore we wish to solve thEinally, in order to calculate the mutual information we dee

optimization problem to first calculate thenax* operation of [(B) with respect ta

. and then take the average with respect to bodndy in (2).
X = argmax C(x) @) 10 rapidly compute these averages we used the Gauss-Hermite



qguadrature formula with degrde= 7 per each of the three optimized constellations for several values of PNSD andesl
noise dimension [16]. of SNR from 1 to 15. The solid and dashed curves correspond

In the “pragmatic” receivers where the detector and thiespectively to AMI and PAMI of the optimized constellatson
binary decoder are separated and no iterations take pldceit can be noticed, the loss due to the pragmatic approach
between them the relevant measure to be optimized is tseguite small (less than 0.2 dB) in all cases. This is true als
PAMI (see [15]). For a given constellatiop and labelingu, for higher order constellations. In Figuté 2 we present the
the symmetric PAMI of the channel is defined as

Cp(x, ) =Y _I(p'(X);Y) < C(x), (7)
=1

where X is the transmitted signal, is the received symbol,

andI(.;.) denotes the mutual information function. For PAMI,
the loss in terms of channel capacity compared to optimat joi
detection and decoding, not only depends on the constellati
but also on the labeling. In general, non-Gray mappingsdadu
a higher loss of capacity at high SNR’s. The approximate

—PNSD=5
—PNSD=15
—PNSD=25
——PNSD=40

Mutual Information (bit/symbol)

computation of [(7) can be performed using the previous| = ~ 7 pregPNSD=5
described approach with some slight modifications that w e
omit for brevity (for detail the reader is referred ia [4]). prag PNSD = 40

05

B. Smulated annealing algorithm for joint signal/labeling ! : : SNR (dB) ’ " »
optimization

In [5] simulated annealing (SA) algorithm has been us
for maximizingC () andCp(x, ) in the absence of the phase
noise. We use the same algorithm for optimizing the constel- _ o
lation for phase noise channels. SA, under some conditigPRlimized 8-ary constellations for six different valuesSD
on the cooling schedule, guarantees convergence to thalglohith the SNR fixed into 12 dB, and obtained maximizing
optimum. However, these conditions are not usually feasibfhe AMI. For comparison, in Figurel 3 we also show two
as they impose a very slow cooling schedule. When thee@nstellations obtained by optimizing PAMI. As it can be
conditions are not satisfied, one may argue about the optymaf€en, the constellations are slightly different from thinstne
of the obtained constellations. Therefore it is importamt revious figure.
choose Carefu”y the parameters of the SA aigorithm in OrderTO check the robustness of designed constellation to the mis
to provide agood local optimum. match with respect to the actual channel SNR in Figure 4 we

The main adaptation needed to speed up the SA algoritfi@port the AMI of the constellations of Figure 2, optimizexd f
for maximizing the Capacity is to define a maximum dis& target SNR of 12 dB, as a function of the actual channel SNR
placement length as a function of time. For details on sufplid lines). Comparing these curves with the ones in F&gr
adaptation we refer the readers/to [5] and the referenclgwit one can see that the constellations Optimized at SNR=12 have
The output of this algorithm -with the chosen parameters- Rgrformances close to the optimized constellations even fo
independent of the initial conditions for Conste”atior‘imp |OWer Channel SNR ValueS. However thIS iS true Only for Sma”
to 16 SignajS, Suggesting that the aigorithm is Optimai tmhs constellations. In F|gU|E 4 we also pIOt the AMI curves faz th
small constellations. However for larger constellatidms SA constellation optimized at,, = 0 (only AWGN) but used over

algorithm becomes very slow and its output depends on tH channel affected by phase noise (dashed lines). The loss
initial conditions. due to the constellation suboptimality in this case is di&@na

showing that a constellation design that neglects the poese
I1l. OPTIMIZATION RESULTS of phase noise can lead to very poor system performance. In
In this section we present some of the 8 point optimizeghrticular, the loss increases with the target AMI to thenpoi
constellations and their corresponding capacity curves asvhere it becomes infinite, as the AMI curves saturate below
function of both SNRZ K, /2 and the phase noise stanthe maximum value of 3.
dard deviation PNSDx, = /1/K,. We also compare To check the robustness of designed constellation to the
the capacity curves of these optimized constellations withismatch with respect to the actual channel PNSD in Figlre 5
conventional 8-PSK constellation. As we will see, the shapee plot the AMI of the constellations of Figudg 2 as a
of the optimized constellation strongly depends on both SNRBnction of the channel PNSD. We also plot for reference
and o,. Note that for each pair o, and SNR values and the capacity curve for the 8-PSK constellation. Consielfest
the chosen objective function (AMI or PAMI) one needs tdesigned for a target PNSD does not degrade their perforenanc
run the SA algorithm to find the optimized constellationtobustness when the channel PNSD is smaller, while their
In figure [ we plot both AMI and PAMI curves of theperformance rapidly degrades when it becomes larger.Iinal

ig. 1. AMI and PAMI for optimized constellation for various, and SNR
lues.
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. - ) . V. SIMULATION RESULTS
as it can be seen in Figulé 5, the constellations optimized fo

high PNSD do not always saturate to the maximum spectralln order to check the validity of our design approach, we
efficiency when used over channels with a lower phase noisave simulated the performance of the optimized consiafiat
standard deviation. Thus, there is a trade-off between theer a realistic system, using a powerful “capacity aclmigVi
performance of the optimized constellations with respect encoding scheme. In Figufd 6 we report the results of the
SNR and PNSD. Also we should notice that the optimizeztbmparison of a set of 8 point constellations pragmatically
constellation over AWGN channel is not robust even for smathcoded with a rate 5/6 binary serially concatenated convo-
channel PNSD values. This becomes particularly importantional code (SCCC). The details of the encoder structure
when one needs to choose a constellation for a system wheae be found in[[17]. We have considered the constellations
the PNSD is not accurately estimated, as it may causereported in Figure]3, which have been optimized for the
large loss in performance. These observations remain fa@lid PAMI function fixing SNR=12 dB and PNSD=0 and 25
larger constellations sets where the constellation perdioce degree. Looking at Figure]l 4 one can verify that this SNR
becomes even more sensible to small changes of PNSD. corresponds to a PAMI of 2.5, thus justifying our choice
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show more robustness to variations of PNSD and/or SNR.
Finally to check the validity of our design approach we
have simulated the optimized constellations over a réalist
scenario including a capacity achieving code, obtainisglte
perfectly in line with the one predicted by AMI and PAMI
calculations. This fact confirms that AMI and PAMI are the
correct optimization functions to be considered for deisign
constellations to be embedded in system using turbo-codes.
Even though we focused only on 8 point constellations, our
method can be used to optimize much larger constellations.
The results will be presented in an upcoming paper.
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[1
Fig. 6. Performance comparison of several 8 points coatitalis using a
rate 5/6 SCCC code. Dashed lines refer to the performanaetioeeAWGN
channel, solid lines refer to the AWGN channel affected bggghnoise with
PNSD=25 degrees.

(2]

(3]
for the code rate R = 5/6). Dashed curves refer to the
AWGN channel without phase noise (channel PNSD=0). Iy
this case the optimal constellation outperforms the 8-PSK
constellation, reported for reference, by roughly 0.8 dBeT [
constellation designed for PNSD=25 shows a loss of about Od
dB w.r.t. 8-PSK. Solid lines refer to the case of AWGN channel
affected by phase noise with PNSD=25. The situation in thi]
case drastically changes. 8-PSK performance is not capable
of delivering reliable communication for any value of SNRI7]
and its performance curve is not reported. The constetfiatio
optimized for PNSD=0 shows a loss of 19 dB, while the
optimal constellation for PNSD=25 shows a loss of only 2.88]
dB w.r.t. the AWGN channel and 3.9 dB w.r.t. the optimal
constellation on the AWGN channel. Notice that these lossgsg)
perfectly match those predicted by the PAMI computation in
Figure[4 . Furthermore, to verify the difference between the
PAMI and AMI optimization, in Figuré16 we also report theyig)
results obtained using a constellation optimized for thteta
associated to a Gray labeling. The constellation loses tab?ﬂ]
0.2 dB.

V. CONCLUSIONS [12]

In this paper we addressed the problem of constellation
optimization for channels affected by phase noise. We first
presented a fast approximated method to calculate the AN!
of a given constellation for channels with white phase and
thermal noise. Then the simulated annealing algorithm was
used to maximize the AMI under the average power constraift}!
Our method allows also for a joint signal/labeling optimiza
tion of the constellation in pragmatic system scenarios, Ipp]
maximizing the PAMI. We studied the performance of the
optimized constellations both as a function of signal toseoi 1
ratio and of the phase noise standard deviation. We have also
studied the robustness of our design to possible mismatcrﬂleﬁ
with respect to the actual channel conditions. In particuta
is observed that constellations optimized for AWGN chasnel
alone are very sensitive to the phase noise, while othegaesi
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