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Abstract—We study video streaming over a slow fading wireless into multiple superposed messages of increasing rateshand
channel. In a streaming application video packets are requed to  |evel of fine adaptation is not possible in practical multitize
be decoded and displayed in the order they are transmitted athe communication systems, in which the encoding rate is fixed by

transmission goes on. This results in per-packet delay cotraints, . - .
and the resulting channel can be modeled as a physicallya higher layer applicatidf.3]. Moreover, practical network

degraded fading broadcast channel with as many virtual uses = architectures are strictly layered, and the channel encisde
as the number of packets. In this paper we study two important typically oblivious to the video coding scheme used by the
quality of user experience (QoE) metrics, namelythroughput  application layer; and therefore, rate adaptation is Uygunait

and inter-decoding delay. We introduce several transmission possible at the code level. Video packets received by the

schemes, and compare their throughput and maximum inter- . .
decoding delay performances. We also introduce a genie-aid channel encoder are already video-encoded at a fixed rate,

scheme, which provides theoretical bounds on the achievabl Which cannot be changed. On the other hand, the channel
performance. We observe that adapting the transmission r& encoder can choose to drop some of the video packets, and

at the packet level, i.e., periodically dropping a subset othe achieve rate adaptation at the packet level at the expense of
packets, leads to a good tradeoff between the throughput anthe inter-decoding delagt the receiver.

based on initial buffering leacs o an asymplotically vaning 1N the Moving Picture Experts Group (MPEG) standard,
packet loss rate at the expense of a relatively large initiatielay. the video encoder output units are called group of pictures
For this scheme we derive a condition on the buffering time tat (GOP). Each GOP consists of an I- frame and a number of
leads to throughput maximization. P- and B-frames [14]. A GOP can be decoded and displayed
independently of the previous and following GOPs. We assume
that a whole GOP (or an integer number of GOPs) forms one
Video traffic constitutes a large portion of today’s Intérnesideo packet, and the coding rate is normalized such that the
data flow, and it is foreseen to exce&d% of the total IP display time of a GOP (or an integer number of GOPs) is
traffic within the next five years [1]. A significant portion ofequal to the channel coherence time
the video traffic is generated by streaming applicationshsu e consider streaming over a Gaussian block fading chan-
as YouTube and Netflix. This, together with the increasingel, in which the transmitter has no channel state inforomati
utilization of mobile terminals for streaming high-defioit  (cs|T), which is the case for networks with large round trip
video content, poses growing challenges to mobile netwoglay (like satellite networks), or wireless broadcastvoeks
operators in terms of bandwidth availability and quality ofiith a large number of usétsDue to the lack of CSIT,
user experience (QoE). the transmitter uses a fixed transmission rate. In order to
Mobile wireless channels are often modelled with blockinimize the probability of packet loss over the channes, th
fading, where the channel gain stays constant during the-chgansmission rate is kept at the minimum value that allows
nel coherence time, and changes independently acrossalhapg freezing in the display process at the receiver provided

blocks according to a certain probability distribution.[Efom  ng packet is lost. This implies that the transmission time of
the extensive literature on fading channels (see, e.g{9]3]
!t emerges that a pivotal r0|e,for rel,labl,e Com,mumcathnslsome streaming protocols, such as HTTP Live Streamingwattate
is played by the delay constraint, which is a critical desigftaption among only a limited number of available rates.
parameter in streaming applications. 2With this we implicitly assume a slow varying channel, forample, a
In [10] and [11] the broadcast strategy proposed in [12] [83Pile terminal moving at pedestrian speed. _ n
h Lo . . . In the downlink channel with many receiving terminals, dsiion of
used to improve the end-to-end quality in multimedia traissm

" h ) _SIT is not viable, since this requires the transmissiomoéxtensive amount
sion. However, the broadcast strategy requires encoditsg ff information which may result in théeedback implosioproblem [15].

|I. INTRODUCTION



a packet is equal to its display time (assuming that the tingendition, whereas we assume no information on the current
needed to process the packet at the receiver is negligiblehannel state at the transmitter, and thus the optimisation
which is assumed to be constant for all packets. In tliee transmission strategy at the transmitter has to be done
streaming scenario, this imposes a different decodingluhead independently of the current channel condition.

for each video packet, i.e., the first packet needs to bevedei While there is an extensive literature on the higher layer
by the end of the first channel block, the second packet by thealysis of video streaming applications [25], research on
end of the second block, and so on. Modeling the decoderta¢ physical layer aspects of streaming focus mostly on code
each channel block as a distinct virtual receiver, this ale&n construction [26], [27], [28]. The diversity-multiplexgrtrade-

can be seen as a physically degraded fading broadcast ¢haoffefor a streaming system is studied in [29]. The channel
with as many virtual users as the number of channel blockmodel we study here is the dual of the streaming transmitter

The loss of a data packet implies the loss of the corrarodel studied in [30], [31], where the data packets, rather
sponding GOP; and hence, an interruption in the playbackthfan being available at the transmitter in advance and bavin
the video at the end user, which lasts until the next packetasper-packet delay constraint, arrive gradually over tiare]
received. In [16] the quality degradation due to GOP losskave a global delay constraint.
as perceived by the end user has been assessed by streamiwg propose four different transmission schemes based on
pre-recorded videos while introducing video segment wése time-sharing. More elaborate transmission techniques have
a controlled fashion. The results illustrate that usersnanee been previously studied in literature such as in [10]. In][33
tolerant to long freezes with respect to choppy playbacki, ththe problem of still images transmitting over slow fading
is, few long freezing events are on average preferred to mastyannel using a FEC-based multiple description encoder ove
short freezing events. However, this is no longer true if tren OFDM modulation was studied. Unlike in such previous
transmission is for a live event, such as a sport event or newsrks, we exclusively focus on time-sharing transmission
video. In this case, the loss of a large chunk of video contebecause of its applicability in practical systems, as id¢ea
which may lead to loss of important information, is mucho lower complexity decoding schemes with respect to, for
worse than choppy playback quality. In this paper we targexample, successive interference cancellation, whicheis r
the latter kind of video content, and consider the interdet® quired in the case of superposition transmission. Moreover
delay as a performance measure. the throughput and delay analysis is not completely undedst

The effect of GOP loss in video streaming has been studieden for this relatively simpler transmission scheme. Inipa
in [17], [18] and [19]. In the video streaming literaturegeth ular, we considememoryless transmission (M¥qual time-
problem is usually tackled at the network level, focusindlen sharing (eTS)pre-buffering (PB)andwindowed time-sharing
effect of packet loss rate, delay and jitter [20]. Howevieese (wTS)schemes. We also consider an informed transmitter (IT)
parameters are usually assumed to be given as fixed valuebdand on the achievable throughput and delay performances,
the system designer, or studied from a networking persgectiassuming perfect CSIT. We compare these achievable schemes
where packet losses are mainly due to buffer overflow, whitend the informed transmitter bound in terms of both through-
jitter is due to the congestion level of the network, linkdaés put and maximum inter-decoding delay. Our results provide
and dynamic routing. The problem of radio resource allotati fundamental performance bounds as well as an insight for
in wireless multimedia transmission over frequency select the design of practical video streaming systems over vgsele
channels is studied in [21] and [22]. fading channels.

We study the interaction between the physical layer andThe rest of the paper is organized as follows. In Section
the display process of the received video data. In particuld we present the system model. In Section Il we derive
we study different communication strategies, each of whighformed transmitter bounds on throughput and average-maxi
adopts a different policy to select the subset of messagaam delay. In Section IV we presents four different transmis
to be transmitted, as well as the amount of resources €ion schemes and, for each of them, we analyze throughput
terms of transmission time) dedicated to each messagehwhamd delay. Section V contains the numerical results, white t
has an impact on the successful decoding probability. Thenclusions are drawn in Section VI.
performance of these strategies is evaluated based on two
figures of merit: average throughput and maximum inter- Il. SYSTEM MODEL

decoding delay [23]. The interaction between the display we consider a video streaming system over a block fading
process and the lower layers is of fundamental importanggannel. The channel is constant for a blockrothannel

for streaming services such as Dynamic Adaptive Streamifiges and changes in an independent and identically distdbu
over HTTP (DASH), that need an estimation of the link qualityj j.d.) manner from one block to the next. We assume that the
in order to provide an adequate QOE to the end users. Infilg to be streamed to the receiver consists\6findependent
current implementation DASH uses the information about thgyckets denoted b/, . .., Way, all available at the transmit-
link status at each user in order to optimize the QOE that cg} at the very beginning. The receiver wants to decode these

be provided with the available resources [24]. However, BASpackets gradually as the transmitter continues its trassiam.
systems require a feedback link that instructs the tratsnuh

the highgest bit-rate that can be received in the curremrofla  “Part of the present work has been presented in [32].



h[l] z[l] wheren(m) is the probability of decoding exactly messages

X[l] f\ y[” Receiver N out of M )
W $-> channel | —> T}/; In addition to the average throughput, we also study the
block 1 frame delay which is defined as the maximum number
g h2]  z[2] of consecutive channel blocks in which the corresponding
S | x[2] AN v[2] Receiver R message is not decoded, denoted By®*. When a video
=t channel —> {1/, acket over a channel block is not decoded at the receiver,
= block 2 p
= . N > video playback at the receiver’s device stalls, and the user
2 . . continues to see the same video frame until a new GOP is
= E . successfully received. SincB™® is also a random variable
% ¢ R whose realization dependsa on the channel, we consider the
h[M] z[M] average maximum delapp — as our performance measure.
L_s| Receiver ~ We have:
/T\y channel —— W]M
w block M —max M
2 Zd Pr{D"™=d} =Y Pr{D"™*>d}. (3)
d=1 d=1
Fig. 1. Equivalent channel model for streaming a video filenposed of . . . .
M packets overM blocks of the fading channel to a single receiver with e{n the next section, we first StUdy an 'nfor_med transmitter
per packet delay constraint. bound on the system performance, assuming perfect CSIT

about all the future channel realizations.

We assume that the packBt, needs to be decoded by the . INFORMED TRANSMITTER BOUND
end of channel block, t = 1,..., M, otherwise it becomes An upper bound on the achievable average throughput
useless. The data packets all have the same size; and iang a lower bound on the average maximum inter-decoding
assumed that each packet is generated at Ratbits per delay can be obtained by assuming that the transmitter is
channel use (bpcu), which is fixed by the application layenformed about the exact channel realization over all ifie
i.e., W; is chosen randomly with uniform distribution fromchannel blocks non-causally. This allows the transmitter t

the setW, = {1,...,2"%} [34]. The channel in block is optimally allocate the available resources among the ngessa
given by In particular, knowing the channedspriori the transmitter can
y[t] = hlt]x[t] + =[], choose the optimal subsst of messages to be transmitted

that maximizesT and minimizesD". Note that power

where h[t] is the channel statex[t] is the lengthn channel allocation across channel blocks is not possible due totshor
input vector,z[t] is a vector of i.i.d. zero mean unit-variancgerm power constraint. In order to find the set of messages
Gaussian noise, andt] is the lengthn channel output vector Sy, that minimizes the average maximum delay, we first find
at the receiver. Instantaneous channel states are knowrabnlthe maximum number of decodable messages for the given
the receiver, while the transmitter has only statisticarofel channel realizations. It follows from the physically dedgd
knowledge, i.e., it knows the probability density functigmif) broadcast channel model depicted in Fig. 1 that the total
of h(t). We have a short-term average power constraint nimber of messages that can be decoded up to channel block
P, i.e., Ex[t)x[t]l] < nP for t = 1,..., M, wherex[t]’ t, denoted by¥'(¢), t =1,..., M, is bounded as:
represents the Hermitian transposexd]. rot(p)

The channel from the source to the receiver can be seen U(t) < min {t, {—J }, (4)
as a physically degraded broadcast channel, such that the R
decoder at each channel block acts as a virtual receivergtryl,vhere]tot( t) £ Z ~_, C;, is the total mutual information (MI)
to decode the packet corresponding to that channel blo&. Sgcumulated up to and including channel blackvhile | 2]
Fig. 1 for an illustration of this channel model. We denote ths the largest integer smaller than or equalato At each

instantaneous channel capacity over channel blook C;:  channel block, we check whether we can decode padkégt
N in addition to the packets that have already been decoded. No
Ci = logy (1 + [t P), 1) that there is no gain in decoding a packet prior to its deapdin

whereg[t] = |h[t]|? is a random variable distributed accordin i , )
to a zero-mean pdfs(¢). We definéC 2 E{C,}, E{z} being " v(t) = 1, if Wy is decoded, and(t) = 0 if not. We have
the mean value of. U(t) =v(1) +--- +o(t), and

We define the average throughgiit,as the average decoded 1 if It +1) > (U(t)+ 1) R
(t+1)= - ’

éjeadline. Let(t) € {0,1} denote the decoding event for;,

- 5
rate at the end of channel blocks: 0 otherwise %)

M
m - n(m), ) This recursion returns thé/-length binary vectorV =

=, R
T: —
M~ [v(1) ---v(M)], which corresponds to a transmission scheme



]tot (t) ]tot (t)

15t
v=[1 1 0 0 1]

Fig. 2. I%Y(t) plotted against, and the corresponding vect® in case of Fig. 3. I'!(¢) plotted against, and the corresponding vect® in case of
throughput-optimal transmission. The light blue bars espnt the amount of throughput- and delay-optimal transmission. The lighebhars represent the
MI accumulated in each of thg channel blocks considered, while the darkamount of MI accumulated in each of thechannel blocks considered, while
blue rectangles indicate a decoding event and represeantbant of Ml that the dark blue rectangles indicate a decoding event andsepréhe amount
is used to decode a message. of Ml that is used to decode a message.

that maximizes the throughput. AlthougWi represents an Definition 3.1: Let Vi, p denote the binary string of length
optimal solution in terms of’, it may be suboptimal in terms M with maximum number of consecutive zeros equal to
of D." From the maximum delay perspective it may b@, which has the smallest number ®% and the smallest

a better choice not to transmit some of the packets evendicimal representation.

enough mutual information could be accumulated by their

deadlines, and instead to transmit packets that are fuither If A > D, Vi, p can be constructed by taking a sequence
the sequence. This is equivalent to shifting rightwardsesoin of M zeros and starting from th@) + 1)-th most significant
the1’s in 'V so that the number of consecuti¥s in the vector bit (i.e., the leftmost one), substitutinglawith a 1, every D

is minimized. Note that this process leaves the throughpuits. If M = D, Vy p is the all-zero string of lengtid/.
unchanged. Let us clarify the definition considering an example with

Let us consider the example shown in Fig. 2, where thld = 5. To each value ofD in the set{0,1,2,3,4,5}
mutual information accumulated by the receiver at the end ofrresponds a different vectoVi, p: Vi = [11111]
channel blockt, I'°Y(t) is plotted against the channel block Vip1 = [01010], Vo = [00100], Vi3 = [00010],
number. The lines/'(t) = jR, j = 1,...,4, indicate Vi 4 = [00001] and Vip 5 = [00000].
the threshold values of'°'(¢) after which a new message
can be decoded. The vect® has entries equal td in Definition 3.2: We define ¥(t) = Zfl:lv(n) and
correspondence to decoding events (shadowed areas) and #gy p(t) = >.'_, vb.p(n), where v(n) and vy p(n) are
in correspondence to channel blocks in which the receives dahe n-th bits, starting from the most significant ones, 6f
not decode the corresponding message. (tentative allocation vector returned by recursion (5)d an

With reference to Fig. 2, the iterative process described B, p (see Definition 1), respectively. In other wordB(t)
Eqgn. (5) returns the sequend = [11001]. This allocation and¥, p(t) are the cumulative sum, from left, of the vectors
achieves a throughput of/5 and a maximum delay o2. V andVy, p, respectively, up to thé-th coordinate.

However, a better choice for the transmitter is to transmit With reference to the example in Fig. 2, we have
messagéV; instead ofit,, as shown in Fig. 3. This gives the¥(1),...,¥(5) = 1,2,2,2,3. For D = 2, we have
new allocationV’ = [10101], which has the same throughputV, » = [00100], and ¥, 2(1), ..., ¥ 2(5) = 0,0,1,1, 1.

asV but a maximum delay oD™** = 1 instead of2.

In order to minimize the maximum delay, the transmitter Theorem 1Given the allocation vectoV returned by
can choose to drop a message even if it could be decoded wehursion (5), a maximum delay less than or equalltd
high probability. In other words, the resources are alledab is achievable if the following holds¥(t) > Wy, p«(t),

a message with a higher index, which, if decoded, would le&d € {1,..., M}.

to a lower maximum delay. Note that the maximum delay is

optimized without decreasing the average throughput. NextProof We recall that ¥\, p(¢) is the total number of

we provide the necessary definitions and results to inteduts among the leftmost bits of the sequenc&, p (see

the algorithmM n_Del _Max_Rat e, which optimizes both Definition 1), while ¥(¢) is the total number ofi’'s among

T andD". the leftmostt bits of the sequenc&. V() > Wy, p(2),
vt € {1,...,M}, implies thatV has at least as manys



as Vi, p among the leftmost positions,vV¢ € {1,...,M}, than or equal to zero. USingf|b7D|mraX as an initialization
which, in turn, implies thatV achieves a maximum delayallocation vector, the vect@, is then constructed by simply
that is no greater tha®*, which concludes the proof. substituting the rightmostxcess_0 zeros with ones. The
output of the algorithm is the set of messags: (containing
In order to find the minimum possible maximum delay 1 or a0 in positiont if messagéV; is to be transmitted, or
starting from a given sequendé, one can start with a delay not) that constitutes the optimal transmission choice imse
D* = 0 and check if the condition of Theoreinis satisfied. of both throughput and maximum delay. It can be easily shown

If not, the maximum delay is increased byand so on. that Algorithm 1 has a complexity which is quadratic /ih.
In order to clarify the procedure just described, let us
Algorithm 1 Mn_Del _Max_Rate(V) consider again the example in Fig. 2. The recursion in Eqn.
Iength(V) (5) returns the vecto¥ = [11001], which corresponds td’! =
|f —= [0,...,0] then [12223]. The algorithm starts with a tentative del&f®* =
/l'if no packet can be decoded return the all zero sequesamce generates the corresponding sequévigey = [11111]
Sopt= [0, ..., 0] with Wy, o = [12345]. Since the condition of Theorerh is
endrelzl:turn Sopt not satisfied ¥(3) < ¥i,0(3)), @ minimum maximum delay
D, k=0 D7 = 0 cannot be achieved, and the tentative delay is
while found == 0 do increased by, i.e., D[I® = 1. The corresponding sequences
found=1 Vip,1 = [01010] and ¥y, ; = [01122] are then calculated. The
Vio,p = [0,...,0] // vector of M zeros cumulative function?y, , satisfies the condition of Theorem
for i =1to {%J do which implies that the minimum achievable maximum delay
Vib.pli(D + 1)] - 1 is Dff® = 1. At this point the algorithm calculates the optimal
Il assign 1 to theé(D + 1)-th component allocation vector. First, the difference in the number oésn
end for between vectoV, ; and vectoV (excess_0) is computed,
gﬂmgﬂr&lﬂbz% which in the example is equal texcess_0=1. Finally, the
for j — 11to M do rightmostexcess_0 zeros inVy, ; are set tol, which leads
cumsumd = cumsumd+V[j] // calculate¥(j)  to the allocation sequenc, = [01011].
cumsumlb = cumsumlb+Vp[j]
Il calculateW, 5 (5) IV. TRANSMISSION SCHEMES
if cumsumd < cumsumlb  then In this section we introduce four different transmission
it cumul?tlvedsgrg is lower, start again increasing delayschemes based on time-sharing. Each channel block is divide
ec;(lijtnfor among the messages for which the deadline has not yet
end if expired. Thus, while the first channel block is divided among
end for all the message¥/y, ..., Wy, the second channel block is
if fourr\]qu__ 1 then divided among messagdd’, ..., Wy, as the deadline of
é)xn whlllg messagdl; expires at the end of the first block. In general
end if the encoder divides channel blo¢knto M — ¢t + 1 portions
D=D+1 Oty e ooy UDALE, such thatamt > 0 and an\i{:t ame = 1.
end while In channel blockt, «,,;n channel uses are allocated for
Sopt = Vb, Dy the transmission of messad¥,,. We assume that Gaussian
excess0 = sum(V)— sumVi,, p) codebooks are used in each portion for each message, and
Vypgisign 1 tlé the rightmost<exces@ (Zeéfg:%(lem Dmaxdo the corresponding codelengths are sufficient to achieve the
if Sopt{M — k] == 0 then - T instantaneous capacity. Then the total amount of received
Sopt[M — k] =1 mutual information relative to messadig,, is:
tot A
endecv?]iife L = ; @t G- ©

return Sopt
i The proposed schemes differ in the way the channel uses are

_ _ allocated among the messages for which the deadline has not
Using Theoreml, the M n_Del _Max_Rat e algorithm yet expired. Different time allocations lead to differemeeage

(Algorithm 1) has been obtained. The algorithm takes astinproughput and average maximum delay performances.
the vectorV, which is obtained using the recursion in Eqgn. (5).

First the aIgonthm calculates the minimum achievable maxf- Memoryless Transmission (MT)

mum delayDT® (see Theorem and the following note) and  In memoryless transmission (M&jch message is transmit-
derives the VectoW jp, pma. Then it calculates the difference inted only within the channel block just before its expiration
the number of ones betweéi andV|b,Dlr;ax (excess_0 in that is, messagéV; is transmitted over channel block
the algorithm). By definition oD}, excess_0 is greater Equivalently we havex,,, = 1, if t = m, anda,,: = 0,




otherwise. In MT messag#/, can be decoded if and onlydecoded. We havé® < I}"t for 1 <i < j < M. Hence, the
if C; > R. Due to the i.i.d. nature of the channel state overobability of decoding exactlyn messages is:

blocks, the successful decoding probabilitg: Pr{C; > R}

is constant over messages. The probability that exaetly n(m) & Pr{I®>R>1"° 1}, (12)
messages are decoded is given by:

M for m =0,1,..., M, where we defind = 0 and Iy} |, =
A m M—m . .
n(m) = (m)p (1-p) . (7)  oo. Since the decoded messages in eTS are always the last

ones, we can express the average maximum delay of eTS,
The average number of decoded messages for the MT sch@’il?x, as a function of its average throughfitgrs as follows:
is Tyr = Mp.

Next we derive the exact expression for the average M
maximum delay for MT, denoted byD);;. The term Dors 2 Z(M—m)-n(m)
Pr{D™*>d} in the summation in Egn. (3) is the m=0
probability that a sequence éff Bernoulli random variables M M
with parameterp contains at leastd consecutive zeros. = Z M -n(m) — Z m - n(m)
This probability can be evaluated by modeling the number m=0 _ m=0
of consecutive zeros as a Markov chain, and finding the - M (1 _ TeTS)_ (13)
probability of reaching the final absorbing state df R

consecutive zeros. This probability is given in the follogi
theorem:; The numerical analysis of eTS, together with other schemes

is presented in Section V.

Theorem 2L etxy, - - -, z) be a sequence of i.i.d. Bernoulli

random variables with parametgr= E[z;]. The probability C. Pre-Buffering (PB) Transmission

of having at least! consecutive zeros in the sequence is given

by: In most practical streaming systems the receiver first accu-

ks v . LAM mulates GOPs in the playout buffer and th_er_w starts (jispgayin

Pr{D™* > d} = Z Z ag.r, ( + 7 ) (_) . (@8 them at a constant f.rame.rate once a sufficient portion of the
r;—1 Pdi video has been received, in order to compensate for the delay
) ~Jitter of arriving packets [35]. We consider a slightly difent

wherek € {0,..., M}, k < d+ 1is the number of distinct yersion of this type of streaming transmission in which only

1=0 ’r‘i:1

zeros of the polynomiall — z)qa(z) where: the lastB messages are transmitted while the first packets are
not transmitted at all. The firs/ — B + 1 channel blocks are
qa(z) =1— pz 21 —p)—1, (9) used to convey information relative to the la8tpackets as
=1 explained in the following. We call this methqmte-buffering

(PB) transmission.

The initial buffering phase introduces a start-up delay of
M — B channel blocks. On the other hand, if a sufficiently large
buffering period is chosen, all the transmitted messagedea

(zp)? 10 received correctly, achieving an average throughpuRﬁ.

m' (10) Transmitted messages are encoded with equal time allocatio

. over the firstM — B + 1 blocks. Due to the delay constraint,
Proof: See Appendix. messageVy,_p+1 IS transmitted up to channel blodk —
B+1. Hence, in blockM — B+ 2 the lastB — 1 messages are
transmitted with equal time allocation. The process camgn
o ML Mar —1 1\M up until channel block)M, in which only mes_snri\géVM is
Dyr = Z [Z Z ad_’m( 11 > <_> ] . (11) transmitted. Next we indicate witi'pg(B) and Dpg (B) the

d=1 i Pdi average throughput and the average maximum delay achieved

by the scheme using a buffering period Bfchannel blocks,

] ) o respectively. The numbeB,y of messages to be transmitted
In the equal time-sharing (eTS) transmission scheme e3gh-hosen so that

channel block is equally divided among all the messages
whose deadline has not expired yet, that isyfoe= 1, ..., M,
we havea,,; = M+t+1
t=m+1,..., M.

In eTS, messages whose deadlines are later in time &kext we show that theB,y, as defined in Eqgn. (14), also
allocated more resources; and hence, are more likely to feximizes the average throughput. The average throughput

wgi, © € {0,...,k}, are the zeros of 1l — z)qq(z) with
multiplicity s;, aqr,, 7 € {1,...,s;}, are constants derived
from the partial fraction expansion of

Finally, by plugging (8) into (3) we find:

1=0 T‘i:l

B. Equal Time-Sharing (eTS) Transmission

Boo — in {D™B } 14
fort =1,...,m, anda,,; = 0, for opt Biﬁ%mﬁ}{ (B) (14)



when transmitting only the lagB messages is given by: first, is the one that accumulates the least amount of mutual
information, that is:

B
= R
Tp(B) = — Pr {decode at least: messagéds M—B+1
M mz::l In—pi1 = Z Cy. (20)
M Z Pr {I}\Of—mﬂ > R}, (15) The probability of decoding all the transmitted messages is
=1 then:

where the mutual information accumulated by the receiver fo Pr{ly_ps > R) = Pr{ 1 M B+l s R}
messagéV,,, form=M — B+ 1, M — B + 2,..., M,

's given by: = PT{ oy o b1~ C 2w R - C}
M—B+1 —
Ly = Z Gt Z M Ct 1 (16) = {SM’B“ ~C2 - C} (21)
t=M—B+2 + M—B+1 C,

whereSy;_py1 = =1 BT is the sample mean of
From Eqgn. (15) we have: the instantaneous channel capacity over the fifst- B + 1
channel blocks. From the law of large numbers it follows:that

B
Tl R tot —
Tes(B) = 1 |B 2:: r{IN i1 < R} Jim P {\SM(HP%) - c\ > 5} —0, V6 >0. (22)
B Using equations (21) and (22) we find:
_ % Z r { DM > M—m—l—l}}l?)

1, if 1i o 7= R < C
lim PT'{I]M Bl >R}—{ , I limapy— M—-B+1 B+1 <

The average maximum delay when only the I&Bstmessages Moo 0, 1f limas o0 57 B+1R >C.
are transmitted is: (23)
D¥B) =M - B+ 8 Pr{D™ > M — B tdyle) e canwrite:
i B RO~ i Mo+ o(M)
From (17) and (18) we find Mobse M—B+1 "~ Mbse M— Ma+ o(M)
Hmax - 2R (24)
TPB(B):R<1—DT®>, l-a
Finally, using Eqn. (24) in Eqn. (23) we find:
and finally 1. if
lim Pr{ly_pi1 > R} = { » o< Qopt (25)
arg min {5:3;)((3)} = argmax {Tps(B)}. (19) Moo 0, if &> aopt.
Be{l,---,M} Be{l,--,M}

Eqn. (25) implies that if a fraction of messageslarger than

This proves that the average throughput and the maximumy: is transmitted, then the average throughput is less than

delay can be optimized simultaneously. It is not straightepR, which concludes the proof.

forward to come up with an analytical expression for the

optimal value of B in the PB scheme for the general case. In Section V, we provide a numerical optimization of the PB

In the following theorem we derive the optimal fraction oscheme, and compare it with the other proposed transmission

messagespt = —°p‘ such that almost all of the transmittedstrategies and the upper bound. As we will see from the

messages can be decoded with probability that approachesumerical results, this buffering approach can improve the

asymptotically as\/ goes to infinity, if a fractiom’ < agpr average throughput significantly as it provides rate adipta

of the messages is transmitted, while a fraction smallen that the packet level by eliminating some of the packets, thus

aopt Of the messages can be decoded’if> agpt. increasing the correct decoding probability of the renraini
Theorem 3Average throughput oft R can be achieved in packets.

the limit of infinite A/ by transmittingaM + o(M) messages D. Windowed Time Sharing (WTS)

as long as
A 1 We have seen in the PB scheme that transmitting only a
Q< Qopt = BT subset of the messages can improve the system throughput by
¢ allowing rate adaptation at the packet level. However, @ th
If o > aopy, the achieved average throughput is smaller th&B scheme only the lasB packets are transmitted leading
Qoptl?. to a minimum delay of\M — B channel blocks. In the next
Proof Assume that the lastB messages, i.e., scheme, called the windowed time-sharing (WTS) scheme,
Wwn—B41, ..., Wa, are transmitted, wittB = M«a + o(M), [M/B]| messages are transmitted, whéré is the smallest
a < 1. MessageWy,_p+1, for which the deadline expiresinteger greater than or equal tg however, unlike in PB,



the transmitted messages are distributed among the whiole

of available messages, that is, only one fréinconsecutive 0.4l --MT
packets is transmitted ové? consecutive channel blocks. So XELS
for instance, ifB = 3, the first message to be transmitted i —+-T-wTS
W3, which is repeated over channel blodk® and3, followed 0.3 pTs
by messagéVs, which is transmitted in the next three channe
blocks, and so on. 0.2r

The parameteB can be optimized according to two differ-
ent criteria, namely to maximize the average throughpubor 0.1
minimize the delay, which leads to the two variants of the wT
scheme, which we calthroughput-wTS (T-wTSAnd delay- 0

wTS (D-wTS)respectively. In wTS a message is decoded wi 10 20 3,8| 40 50 60

probability pg given below:
Fig. 4. Average throughpul’ plotted against the number of messages
min{kB,M} transmitted forSNR = —5 dB and R = 1 bpcu.

pp = Pr{lyz > R} = Pr > Ci=Ry, (26)

t=kB—-W+1
60

for k € {1,..., [*]}. A lower bound onD, 1. can be found
by substituting{%ﬂ for M in Eqn. (11),p5 for p in equations
(9) and (10) and multiplying Eqn. (11) witi. An upper a0k
bound can be found in a similar way by usifngf | instead .

of [ |. Similarly, an upper and a lower bound @f,rs w3
are given by[2£] - pp and |4 | - pp, respectively. Analytical
optimization of parameteB in both the T-wTS and D-wTS
schemes is elusive and we resort to the numerical analy 10- 2 eesesenerress
presented in the next section. JPUUIRPRSLT s st eesevesees 40091

FRAR

V. NUMERICAL RESULTS

In this SeCt_ion we compare the average throughput anq 0§ 5. Average maximum delap™™ plotted against the number of
average maximum delay of the proposed schemes numericatinsmitted messages fétNR = —5 dB and R = 1 bpcu.

The channel model used in the simulations is a Rayleigh

block fading channel, in which the channel gaiiit] in

block numbert, t = 1,..., M (see Eqn. 1) is a unit-mean Fig. 6 and Fig. 7 show the average throughput and the av-
exponential random variable that changes in an i.i.d. tashierage maximum delay, respectively, for the proposed scbheme
at the beginning of each channel block and stays constémt R = 1 and SNR = 5 dB. Also for this SNR level
until the beginning of the next one. Fig. 4 and Fig. 5 show ththe two variants of the wTS scheme perform close to the
average throughput and the average maximum delay for fthé&rmed transmitter lower bound in terms of maximum delay.
proposed schemes, respectively, or= 1 and SNR = —5 The highest average throughput is achieved by the T-wTS
dB. Both variants of the wTS scheme perform close to tteeheme together with the MT scheme, followed by the PB,
informed transmitter lower bound in terms of the maximur®-wTS and eTS schemes. From Fig. 6 and Fig. 7 we see
delay, while the PB scheme is the one with the highest averabat, when the SNR is high, the MT scheme, together with
throughput, followed by T-wTS and D-wTS. The eTS schentbe T-wTS scheme, achieves the best performances in terms
shows quite poor performance in terms of both the delaf both delay and average throughput. This suggests that a
and the throughput. From the plots it emerges that wTS @imple memoryless approach is sufficient when the channel
its two variants T-wTS and D-wTS, can help to reduce th&NR is sufficiently high, while at low SNR more complex
inter-decoding delay while achieving a relatively goodrage encoding techniques can help to significantly improve the
throughputin the low SNR regime. The transmitter can chooperformance. The D-wTS scheme shows a sudden decrease
between the two schemes based on its preference betwigethe average throughput, which, with reference to Fig. 6,
higher throughput and lower inter-decoding delay. While PBIso corresponds to a decrease in the slope of the curve at
provides the highest throughput among the proposed schenpasnts corresponding td/ = 7 and M = 48. This is due

its inter-decoding delay is significantly high, due to thigiah to the optimization of the window siz&. We recall that in
buffering time. PB might be a particularly attractive ctoicD-wTS the window size represents the number of channel
for video streams of long duration, for which the users woulblocks dedicated to a message, and is optimized so as to
be willing to have a larger startup delay to enjoy a higherchieve the minimum average maximum delay. While a large
throughput for the rest of the video. B leads to a high decoding probability, it implies a small
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: == ; ig. 8.  Optimal window size B) for the T-wTS scheme plotted versus the
Fig. 6. Average throughpuf’ plotted against the number of message '9 .
transmitted forSNR = 5 dB and R = 1 bpcu. %z)tal number of messaged/) for SNR =5 dB.
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Fig. 9. Average throughpuF plotted against th& N R for M = 40 packets

Fig. 7. A i delap™™ plotted inst th ber of
ig verage maximum delay) plotted against the number o and R — 1 bpeu.

transmitted messages f6{tNR = 5 dB and R = 1 bpcu.

number of transmitted messages, which bounds from bel¥@S. is almost independent of the number of messages, and
the minimum delay byB. As a matter of fact, onny%} the average maximum delay, performing close to the D-wTS
messages are transmitted in the wTS scheme, which impfg&§eme.

that the maximum delay, in a given realization, is a multifle ~ In Figures 9 and 10 the average throughput and the aver-
B. If, for instance,B = 2 andm = 3 consecutive messagesige maximum delay, respectively, are plotted against geera
are lost, the corresponding delay 1is - B = 6. Formally, SNR. The plots were obtained fod/ = 40 packets and
given a window sizeB* there is a certain probability’,.

of not decoding a message. For any fixede {0,..., M},
using Eqgn. (8) it can be easily shown that the probability ¢
losing at leastm consecutive messages increases with
Thus a valueB* which is optimal for a certainM/, may
not be the optimal for a larger number of messages, as !
probability that more than one consecutive messages get |
increases withA/. The optimal choice may be to increast
B, so that the probability of losing consecutive messages
decreased. This is confirmed by Fig. 8, where the optim
window size, obtained numerically, is plotted against thtelt
number of messages. An increaseBnimplies a decrease in
the slope of the average number of decoded messages, s
a smaller fraction of messages is transmitted, as shown
the plots. The T-wTS scheme, in whidh is optimized so as
to achieve the maximum average throughput, shows a gaagl 10. Average maximum dela@™ plotted against th& N R for M =
tradeoff between the average throughput, which, unlike B9 packets and? =1 bpcu.




R =1 bpcu. As observed in Figures 4 and 6, ff = 40,

Ip p D
the PB scheme outperforms all other schemes in terms o
throughput at low SNR (lower than 2 dB), while TwTS and| [ ~ \ [ 1 )
MT achieve almost the same performance, and outperform t
PB scheme at highe¥ N Rs. From the figures we observe that 1o

the PB scheme is the most robust one against packet losses

at low SNR, while at higherSNR it is outperformed by 1D
all the schemes but the trivial MT. In terms of maximum_
delay, PB shows relatively poor performance for most of t
consideredS N R range, which is due to the initial buffering
phase. Note that, if, unlike assumed in this paper, the lbss o

large consecutive chunks of the content were not an issake, aherepy = [1 0 --- 0] andH is the(d+1) x (d+1) transition
choppy playback were to be avoided, the PB scheme woulthtrix of the chain which has the following structure:

be the best among the considered schemes since it guarantees

. 11. Markov chain for the calculation of the average mmaxi delay in
emoryless transmission.

that, once the buffering phase is finished, no additionakgac I=p p 00 - 00
. . ! 1-p 0 p O -~ 0 0
is lost, as proven in Theorem 3 for the asymptotic case.
e R R (28)
VI. CONCLUSIONS 1-p 00 0 -+ 0 p
We have studied the streaming of stored video content 0 000 0 1

over slow fading channels with per-packet delay cons®aintrhe probability of being in staté after M steps,py;(d), can
In addition to the classical throughput metric, we have als@: found from Eqn. (27). Sincpo = [1 0 --- 0] we have:
considered the inter-decoding delay, i.e., the number aof co

secutive video GOPs that cannot be decoded successfully, pu(d) = HY(1,d+1). (29)
as a performance measure. We have proposed four diffg[-g qer to evaluat#IM (1,d + 1), we apply theZ-transform

ent transmission schemes based on time-sharing. We hgygqn (27), taking into account that the recursive formisla

carried out theoretical as well as numerical analysis fer thofined only fort > 1. The Z-transformP(z) of a discrete
average throughput and maximum delay performances. tor functionp; is defined as [36]:

have also derived bounds on both the average throughput and

maximum inter-decoding delay by introducing an informed p Lz _ = ‘
transmitter bound, in which the transmitter is assumed tmkn == Z(p) = Zpt’z '
the channel states in advance. We have seen that the wTS t,:() ]
scheme can provide a good trade-off between the averéréaeaccount for the fact that> 1 in Eqn. (27) we can write:
throughput and the maximum inter-decoding delay by degidin +00 +o0

on the proportion of transmitted video packets. In pradiiie Z piz' = Zptzt — po = P. — po, (31)
corresponds to reducing the coding rate of the video at the t=1 t=0

packet level. We have also proved that in the PB scheme almast|

all transmitted messages can be decoded with a probability +00 400

that goes tol as M goes to infinity if only a fraction of the Zpt_lﬂzt = zZpFlet—l

messages smaller than a threshold value, which depends on =1 =1

(30)

the transmission rate and the average channel capacity, are Fo0
transmitted. = z) pH
t=0
APPENDIX = zP.H. (32)
Proof of Theorem 1 Plugging Eqgn. (31) and Eqgn. (32) into Eqgn. (27) we find:
The probability of having a run of at least, d € P. = Ppo (I—ZH)_l, (33)

{0,..., M}, consecutive zeros in the sequence is equivalent to ] . ] ]

finding the probability of state after M steps in the Markov Wherel is the (d + 1) x (d + 1) identity matrix. _
chain depicted in Fig. 11. The stateis an absorbing state, 1h€ Z-transformC. of a matrix C; of functions in the
i.e., once the process reaches that state, it remains tlithre \fiscrete variable is defined as:

probability 1. Let p; be ad-length probability mass function, A I .

wherep, (i), i = 0,...,d, denotes the probability of being in C. £ 2(C) =) Cp. (34)
statei at stept. The vectorp; of state occupancy at steégdor t=0

the Markov chain in Fig. 11 can be obtained as: Note that in Egn. (34) the ternd is a scalar function of and

. t which is multiplied to each of the elements of mat€ix. By
p: = pi—1H = poH’, (27) comparing Eqn. (33) with Eqn. (27), we see thkt- zH) '



is the Z-transform of the matri¥I’ having functions in the of the individual sequences (see [36, Appendix 1] for furthe

discrete variable as elements. We have:

1—2(1=p) —2p 0 O 0 0
—z(1-p) 1 —zp O 0 0
I--H= : : : :
—z(1-p) 0 0o 0 -+ 1 =—zp
0 0 0O 0 -+ 0 1-=z¢
(35)
Once(I — zH) " is known, it is sufficient to inversely trans-

form it and getH®. We find the inverse of matrix (35) for a
genericd using Gauss-Jordan elimination. As we only need
the elementH™ (1,d + 1), we only report the first row of [1]
(I- zH)_l in Egn. (36) at the top of the next page, where

2
d
qa(z) £1-p> /(1 —p)y~
j=1

The probability of being in statd at stepM is the inverse

G g

Z-transform of elementl, d + 1) of matrix (I — zH) , i.e..
d
((d+1 :Z—l{&} : 3g) [l
p]\f( ) (1 — Z)Qd(z) —u ( )

where Z=1{P.} is the inverse Z-transform dP, defined as
[36]:

(6]

(39)

_ -1 i
YP.} = o) ﬁpzz “ldz = py, 7]

~ being a counterclockwise-oriented circle around the origi

. . (£8]
of the complex plane. An easier way to solve Eqn. (38) is t
decompose the Z-transform using partial fraction decorrpos9]

tion, i.e., rewritingP, as:
T [10]
P, = adr, | ——— , (40
“‘qu ng%d < ‘m) )

wherep,;, i € {0,...,k}, are thek < d + 1 distinct zeros [11]
with degreed + 1 and multiplicity s; of the polynomial(1 —
z)qa(z), while aq,,, 7, € {1,...,s;}, are constants deriving [12]
from the partial fraction expansion &f.. Once in the form of
Eqgn. (40),P, can be inversely transformed using the I|near|tM3]
of the inverse Z-transform and the fact that:

Ti t
% _<t+“_1><i). (a1)
1- r; —1 Od,i
Eqn. (41) follows from the fact that:

Gy 26

t=0

z 1 [14]

[15]

(1>

[16]

) (Z)t
= > (= [17]
t=0 ¥
1
= —_—, 42
L—2z/p (42) [18]

for |z| < ¢, and from the fact that the Z-transform of the
convolution of sequences is the product of the Z-transform

details). Finally, using Eqn. (42) and Eqn. (40) and putting
t =M, we find:

PrD™ > d) —putd+1)

S I)

=0 r;=1

"

(43)

M4+r;—1 i
r; —1 Pdi
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