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Abstract—In this paper, we investigate resource allocation renewable energy (such as solar power and wind power) to
strategies for a point-to-point wireless communications ystem wireless communications networks [4].
with hybrid energy sources consisting of an energy harveste 04y cing energy harvesting capabilities to wirelessico

and a conventional energy source. In particular, as an incetive icati - . ht hi
to promote the use of renewable energy, we assume that theMUNICAlioNs IS a promising approach to achieve green commu-

renewable energy has a lower cost than the conventional erggyr.  hications, with its great potential to reduce the carborxidie
Then, by assuming that the non-causal information of the emgy  emission produced by conventional energy. However, it pose

arrivals and the channel power gains are available, we mininze |ots of new challenges on the design of resource allocation
the total energy cost of such a system ove fading slots under gy ategies for the wireless communications networks. This

a proposed outage constraint together with the energy hansting . : . . . -
constraints. The outage constraint requires a minimum fixed is mainly due to the highly time-varying availability of the

number of slots to be reliably decoded, and thus leads to a méd- renewable energy. For instance, solar energy and wind gnerg
integer programming formulation for the optimization prob lem. may vary significantly over time and locations depending on
This constraint is useful, for example, if an outer code is usd the weather and the climate conditions. Thus, conventional
to recover all the data bits. Optimal linear time algorithms are  4n9mit power constraints are not suitable to model com-
obtained for two extreme cases, i.e., the number of outageoslis 1 L . .

or N —1. For the general case, a lower bound based on the linear munications devices W'th renewable energy. In;tead, reeog
programming relaxation, and two suboptimal algorithms are has to be allocated subject to energy harvesting congraint
proposed. It is shown that the proposed suboptimal algorittms ~ With energy harvesting constraints, in every time slot, the
exhibit only a small gap from the lower bound. We then extend transmitter is allowed to use at most the amount of harvested
the proposed algorithms to the multi-cycle scenario in whib the and stored energy currently available. In other words, the

outage constraint is imposed for each cycle separately. Fatly, ¢ itt t h ted in fut
we investigate the resource allocation strategies when gntausal ransmitier can not consume any energy harvested in future.

information on the energy arrivals and only channel statistcs is Throughput optimization for wireless communications sys-
available. It is shown that the greedy energy allocation isptimal ~ tems with such energy harvesting constraints has been-exten
for this scenario. sively studied in recent literatures. The capacity of AWGN
Index Terms—Energy Harvesting, Hybrid Power Supply, Channelwiththe energy harvesting system setup was studied
Green Wireless Communications, Block Fading Channels, Op- [5] and [€]. Throughput maximization for a single-user ayer
timal Resource Allocation, Non-convex Optimization, Mixel- harvesting system with a deadline constraint in a statiocbh
integer Programming. was studied in[[7] and [8]. For single-user fading chanr, t
optimal energy allocation scheme to maximize the throughpu
|. INTRODUCTION for a slott_ed system over a fin_ite horizon o_f time slots was
] ) . obtained in [[9] through dynamic programming. (n][10], the
_Driven by environmental concerns, green wireless commythors derived continuous time optimal policies to maxzeni
_nlcat|ons have recently attra_cted increasing attentiomfboth {10 throughput of fading channels with the energy harvgstin
industry and academia. It is reported If [1] that the worldsonstraints. Then, energy allocation strategies to martiie
wide cellular networks consume about sixty billion kilowati,roughout of multiple access channels and broadcast efgnn
hour (kwh) of energy per year, which result in a few hundregith energy harvesting constraints were investigated i [1
million tons of carbon dioxide emission yearly. These figureyng [12]. Throughput maximization for relay channels with
are expecFed to increase rapidly in the near _fut_ure |_f hergy harvesting constraints was studiedin [13].
further actions are taken. On the other hand, it is pointed another line of related research in wireless communica-
out in [2] that, with the explosive growth of high data ratgjons with energy harvesting nodes focused on simultaneous
wireless applications, more energy is consumed to guaanigreless information and power transfér [14][20]. Theaide
the users’ quality of service (Q0S). These facts createofisimyltaneous wireless information and power transfes wa
compelling need for green wireless communications. One w Yoposed in[[T4]. In[[I5], the authors studied the tradeoff
to achieve green wireless communications is to improve thgwyeen information rate and power transfer in a frequency
energy-efficiency of the current communications netwds [ sejective wireless system. Then, the tradeoff betweenggner
Another way is to introduce clean and environment-friendlyn information for a MIMO broadcast system was studied in

[16]. In [17], , operation protocols and switching safes
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[19], practical receiver designs for implementing simuétaus

information and power transfer were investigated. [In! [20], T, T, T, oo T

a new protocol was proposed to achieve simultaneous bi- v v v v

directional wireless information and power for a multi-use Tx [Pi+pi[ps+pilps+ps|  eee  Ipi+py  Rx
communication network. Slot N

Slot1 Slot2 Slot3 e _
In these aforementioned works, the communications devices Q 'O
are powered only by the renewable energy. However, due to the
highly random availability of the renewable energy, commun
cations devices powered only by the renewable energy may Rt 1.
be able to guarantee a required level of QoS. Since in many
communication systems, such as in a cellular communicsition
the QoS must be satisfied at least with high probability, a hy-
brid energy supply system with both renewable energy supply
and conventional energy supply is preferred in practicas Th
motivated us to consider a communications system with both
energy harvesters and conventional energy supply in tipisrpa
As an incentive to promote the use of the renewable energy;
we assume that the renewable energy has a lower cost than
the conventional energy. Under this assumption, miningizin
the energy consumption is not equivalent to minimizing the
energy cost. In this paper, unlike the conventional energy-
efficient studies whose objective is minimizing the energy °
consumption, our objective is to minimize the total energy
cost. The motivation for this is that, from a user’'s perspec-
tive, minimizing the total energy cost is more important and :
meaningful .t is worth pointing out that hybrid energy supply ~ €OSt énergy only when necessary (i.e., when the low-cost
model was also considered [n [21]=]24]. However, the fodus o €N€rgy is not enough to guarantee the required QoS).
[21] was to develop the energy cooperation scheme betweer he rest of this paper is organized as follows. We describe
two cellular base stations. The target bfl[22] is to derive tifhe system model in Secti¢d Il and give out the problem for-
resource allocation scheme to maximize the weighted enegwaﬂon in Sectiof Ill. The proposed algorithms and otedin
efficiency of data transmission over a downlink orthogon#neoretical results are then presented in Segfidn IV. IniGec
frequency division mu|t|p|e access (OFDMA) System_ THE we inVeStigate the pOWer a”ocation Strategy When future
objective of [23] and[[24] were to maximize the throughpu¢S! and energy harvesting information is not available.nfhe
and minimize the energy consumption for a point-to-poiﬁ'f‘ Section[V], numerical results are presented to verify the
channel, respectively. proposed studies. Finally, Sectibn VIl concludes the paper
The contribution and the main results of this paper are
summarized as follows. Il. SYSTEM MODEL
« We consider a point-to-point communications system In this paper, we consider a point-to-point channel with
with both renewable energy and conventional energy. T#ie transmitter (Tx) and one receiver (Rx). We assume that
guarantee the QoS of the system, we propose an outlg@e transmitter has access to two types of energy: conven-
constraint, which requires a minimum number of slotdonal energy and renewable energy. The conventional gnerg
to be reliably decoded. This constraint is useful if, fois obtained from conventional power grid or batteries. The
example, an outer code is used to recover all data bits.r@newable energy is obtained by energy harvesting devices,
mixed integer programming problem is then formulateguch as solar panel and wind turbine. These two types of
to minimize the total energy cost of such a systemXor energy are provided to the transmitter at different priges:
fading slots under both energy harvesting constraints ap@r unit for conventional energy, amtper unit for renewable
the proposed outage constraint. energy. For exposure, we make the following assumptions in
« We study the optimal power allocation strategy to minithis paper.
mize the total energy cost by assuming full knowledge « o > 5. We make this assumption due to the following
of the channel and energy state information (CESI). two reasons{(i) The renewable energy greatly depends
By exploring the structured properties of the optimal on the environment (such as the weather), and thus is
solution, we propose two low complexity algorithms with not as reliable as the conventional energy. Therefore, the
worst case linear time complexity to yield the optimal  renewable energy should be priced lower to attract users.

System Model

ming based channel removal (LPCR) andworst channel
removal (WCR), respectively. It is shown by simulation
that the proposed suboptimal algorithms exhibit only a
small gap with respect to the lower bound. It is proved
that WCR is optimal when certain conditions are satisfied.
We extend the proposed algorithms and the obtained
results to the multi-cycle scenario where the outage con-
straint is imposed for each cycle separately. It is shown
that the proposed algorithms can be easily extended to
the multi-cycle scenario with few modifications.

When CESI is not available, a new outage constraint is
proposed. Closed-form solution is obtained for this case.
It is shown that the optimal solution has a greedy feature.
It always uses the low-cost energy first and uses the high-

power allocation for two extreme cases: when the number
of outage slot is eithet or N — 1.

For the general case, we propose a lower bound based
on linear programming relaxation. Besides, we proposes
two suboptimal algorithms referred to ksear program-

(i) The renewable energy is clean and environment-
friendly. Thus, pricing the renewable energy at a lower
price provides an incentive for users to use green energy.
The transmission is slotted, and the Tx is equipped with
an energy storage device. The energy harvested at the
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beginning of sloti is denoted byr;. Thus, the harvested Problem 1:

energy7; can be used is slot or stored for future N
use. The conventional energy and the renewable energy min, Z (apf + Bpl), (5)
consumed at slatare denoted agf andp, respectively. o P

« The channel experiences block-fading and remains con- st pi >0, p; >0,Vie{1,2,--- N}, (6)
stant during each transmission slot, but possibly changes & &
from one slot to another. The channel power gain is Zplr _ ZTZ <0,Vke{1,2,---,N}, (7)
assumed to be a random variable with a continuous =1 =1

probability density function (PDFY(z) > 0,Vz > 0. 1
The channel power gain for slétis denoted ag;. The — ZXZ' (p5,pi) <e, (8)
noise at the Rx is assumed to be a circular symmetric N i=1
complex Gaussian random variable with zero mean amherey; (p, pl) is given by [2). For notation convenience, we
varianceN, denoted byCA/ (0, Ny). usey; instead ofy; (p$,p?) in the rest of the paper. Problem
[0 is a mixed integer optimization problem, which is difficult
to solve optimally [[25].

For the problem considered here, we assume full CESI, i.e.,

In this paper, we assume that the whole transmission procl¥g channel power gains (i.€g1, g2, - -- ,gn]") and the en-
consists of N time slots. Under the system model given ir£'dy harvesting state information (i.¢Zy, 7o, -- -, Tn|") are
Sectior(]), the instantaneous transmission rate inistan be known at the Tx as griori. This assumption is fairly strong
written asln(1 + %)_ Thus, if the target transmission@nd may not be practical. However, the solution provides a
rate of the user iR, the minimum power required to supporfower bound on the energy cost and sheds insights on the
this rate is design of energy allocation strategies with partial CESéreh

not all information is available in advance.

IIl. PROBLEM FORMULATION

inv NO (eR — 1)
s 1) IV. THEORETICAL RESULTS
' We start by analyzing this problem to obtain structural prop
We refer topi" aschannel inversion power for sloti. If erties of the optimal solution, which is useful in develgpin
pé + pl < pi™v, we say the user is in outage in slotFor good sub-optimal algorithms later.
convenience, we define an indicator function for each slot,
which is given as A. Properties of Problem[I]
Proposition 1: Denote the set of slots in which the user is
e - { 1, if In (1 + 7gi(”5+p:)) <R, in outage asS. Then, at the optimal solution of Problem 1,
Xi (5, pi) = _ No 2) .l — o
0, otherwise we have|S*| = | Ne|, where| - | denotes the cardinality of a
set and| x| denotes the largest integer not greater than
To guarantee the QoS, we assume that the fraction of outage Proof: First, any feasible solution of Problem 1 must
should be kept below a prescribed targetMathematically, satisfy the constrainf8). Thus, we hal\&‘| < | Ne|. Now,
this can be written as supposdS*| < | Ne]. Then, we can always drop more slots
such that[(B) holds with equality. Thus, the energy cost of
these slots becomes zero. Obviously, by doing this, theevalu
of (@) is reduced. This contradicts with our presumptiort tha
|S*| < [ Ne|. Thus,|S*| must be equal td Ne¢]. [
where x; (p$, p}) is given by [2). In this paper, we refer to Propositior{ ]l indicates that the optimal allocation sggte
this constraint autage constraint. This outage constraint is to drop as many slots as allowed by the outage constraint.
requires at leasf N(1 — €)] packets to be received withoutIn those dropped slots, the user should shut down its trans-
error overN slots, which is useful for delay-sensitive data omission, and thus consumes no energy.
when an outer code is used that can correct gNyl — ¢) | We next consider the case where the set of outage slots
packets in outage. Clearly, if= 0, no outage is allowed. is fixed, and determine the optimal power allocation policy
In this paper, we assume that the harvested energy canupger this condition. We first state a Lemma that may be of
stored for future use. Thus, themergy harvesting constraints  independent technical interest.

1 N
2 x () <e ©)
=1

can be written as Lemma 1: An optimal policy for the following linear pro-
gram
k k N N
p; —» T, <0,Vke{l,2,--- |N}. 4) )
; ; { } min aY ei—(a=B)Y w, ©)
i=1 i=1
In this paper, our objective is to minimize the total energy  st. 0<uz; <¢;,Vie {1,2,...,N}, (20)
cost of the N-slot transmission through proper energy allo- k k
cation strategies. Under the constraints described alibee, le — ZTi <0,Vke{1,2,--- ,N}. (11)
problem can be formulated as follows. =1 =1
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is given by z} = min{ci,Z;.:l T, — Zj;ll z%} for i € for convenience, we refer to the power allocation giveriig) (1

{1,2,...,N}. as Greedy Power Allocation.
Proof of this lemma follows from observing that the policy
satis_fies the Karush-K_uhn—Tucker (KKT) f:pnditio[26j io . Optimal Power Allocation Algorithms
the linear program. Since the KKT conditions are sufficien _ _ _ N
for optimality of linear programg [26], this policy is optah From the results obtained in Propositidn 1 and Proposition

The proof is given in the Part A of the Appendix. [2, it is observed that Problef 1 in general can be solved in
Proposition 2: For any given sets, the power allocation two steps: (1) Find the set of the time slots that should be
strategyp;, = [pl, p5]” given below is optimal. dropped, i.e.S. (2) Apply the greedy power allocation given
in ([X2) for the time slots inS¢. The difficulty of ProbleniIL
pr = { pp, VkES, (12) lies primarily in the first step, i.e., find the optimst and its
F P, Vke S, complement(S*)¢. We start our analysis from two extreme

cases (Ne|] = 1 and [Ne] = N — 1) and then extend the
results to the general caseNe| = M).

wherep; = [0, 0|7, p; = [pp*,pi™ —pz*]T with p* =
min {pﬁ””, DRI I i p{}, and §¢ denotes the com- 1) | Ne| = 1: This case is to drop one slot.

%

plement ofS. Theorem1: When |[Ne|] = 1, for any slot i €
Proof: It is observed that ifS is given, Probleni]1 can be {1,2,---, N}, if there is a slot before slot requiring more
converted to channel inversion power than slgtthen slot; should be kept,
Problem 2: i.e, i€ (S*)-.
Proof: Suppose that there is a slbt wherek < ¢, and
min (a Z e+ B Z p;> ’ (13) pi > pinv. Now, we consider the following two scenarios:
PL P\ s rese Scenario 1: Sloti is dropped. For the convenience of
st. p; >0, p; >0, i €S, (14) exposition, we denote the total energy available at staisd

. L k + 1 are E, and Ej.1, respectively. Then, the harvested
r energy consumed during slétis p, = Ey — Ex+1. Then,
. — T, <0,Vke{l1,2,--- N}, 15 Pk . S
;pi Z - { } (15) the energy cost generated by this slotjs; + Sp},, which is

i=1 . .
equivalent toapi™” — (a — 8)(Ex — Eg+1)-

i (P + i L e : . ,
In(1 + W) > R, Vi e S°, (16) Scenario 2: Slotk is dropped. Thus, no energy is consumed
0 in slot k and pi"™” in case 1 can be saved for future use. If
whereS*© denotes the complement 6t Ey—FEi1 > pi™, the energy cost generated by sli pi™",

It is not difficult to observe that[{16) is equivalent towhich is less thamp$ + Bp;. If B, — Ery1 < pi™?, the energy
p§ +p; = p;"’, Vi € S° Obviously, the objective function cost generated by slois ap’—(a—3)p!. In this case, we let

is minimized when it holds with equali.ty_for alle 8¢, i.e., P! = Ey—Ejy1. Itfollows thatapi™® — (a—B)(Ey— Ery1) <
P+ pi = pi",Vi € S°. Furthermore, it is also easy to se@yin® — (o — 8)(Ej — Ey1).

that our optimization problem is equivalent to settpfg” =0 |t is observed that the energy cost incurred by slds
for all i € S. Based on these observations, Problém 2 can Brvays no more than that incurred by skotBesides, in other
converted to time slots, for scenario 2, we can always adopt the power
Problem 3: allocation used in scenario 1. Thus, keeping slatill never
. inv r result in a larger total energy cost than keeping slatheorem
S ; Pt —(a=h) ; Pi A7 mis thus proved. ]
[ ¢ 7 c

Based on the result given in Theordémh 1, we are able to
develop the following algorithm to obtain the optimal power
k allocation scheme for Problei 1.
szr - ZTi <0,vke{l,2,---,N}. (19) We give an example to illustrate Algorithinh 1 in Fid. 2 with
=1 =1 N = 10. We first put all thel0 time slots into a set. It is
We note that Problem 3 has the same structure as the linebserved that slot requires most channel inversion power in
program in Lemmd&l]l. Applying Lemnid 1 to with = pi"* A. Thus, we put slof into the candidate se8 and remove
andz; = p! then concludes our proof of Propositibh 2. m slots7 to 10 from A. It is observed that slot now requires
Propositior 2 indicates that the power allocation is zero fethe largest channel inversion power i Therefore, we put
both conventional and harvested energy in dropped slois. Thlot 4 into the candidates sét, and remove slotg to 6 from
is clearly optimal in terms of energy saving. It is also obedr A. Then, slotl now requires most channel inversion power in
that for the remaining slots, the harvested energy should He Thus, we put slot into the candidates s& and remove
used first. If the harvested energy is not enough to suppsiots 1 to 3 from A. Now, in the candidates s&, we have
the target rate during these slots, conventional energylghoslots 1, 4 and 7. It is clear that only the slot with; < pi™v
be used as a compensation. This is similar to the greedy usay incur an energy cost higher than siatince it has to use
of harvested energy whenever possible, and thus highligstame conventional energy. Thus, for any sl¢éxcept slotr)
the fundamental difference of prioritizing the use of (gheain B with T; > pi"*, it can be removed from se since it
harvested energy over (expensive) conventional energys,Thwill not incur an energy cost higher than slot In general,

st 0<pl <pi"vVie S, (18)
k
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Algorithm 1 Optimal power allocation for Problefd 1 whenAlgorithm 2 Optimal power allocation for Problef 1 when
|[Ne| =1

1: Calculate the channel inversion power required for each:

R
time slot, i.e.,pi"* = W,w.
. Initialize pige = N. ' 2
. Initialize a setA = {1,2,---,N}, and a candidate set 3:
B = 0.
- while p;q, > 1 do 4:

Find the time slot that requires the largest channebk:

inversion power inA and set the value of its index
to Pida-

|[Ne]=N-1
Calculate the channel inversion power required for each
. R7
time slot, i.e.,pi"’ = W’W'
Initialize p;q. = 1.
Initialize a setA = {1,2,---,N}, and a candidate set

B=1.

while p;q, < N do
Find the time slot that requires the smallest channel
inversion power in4 and set the value of its index to

Pidax-

6:  Put this time slot into the sd#. 6:  Put this time slot into the sd$.
7:  Remove the slop;4, and all the subsequent slots.ih 7:  Remove all the time slots beforg,, (including slot
8: end while Didz) 1N A.
9: For any sloti € BB, except the one with the largesf*”,  8: end while
slot ¢ can be removed fron8 if the conditionp!™ < T; 9: For any slotk € B, the slots after slok can be removed
is satisfied. from setB if Y2F_| T; > pirv.
10: Perform exhaustive search over the remaining candidates Perform exhaustive search over the remaining candidates
in B. in B.
6 6
Candidate 1
5- 5¢
Candidate 2
é é Candidate 3
g3 g 3 |
g 2 Candidate 3 g 2+
1r 1k
0 0
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
Time slots Time slots
Fig. 2. lllustration for Algorithm{L Fig. 3. lllustration for Algorithm{ P

after these procedures, the number of the candidates &t irthan those slots after it. In general, after these procedltine

is small, and we can easily search for the optimal solution.number of the candidates left i is quite small, and we can
2) |Ne| = N — 1: This is equivalent to keeping one sloteasily search for the optimal solution.

and droppingN — 1 slots. By applying the results given in 3) [Ne] = M: This case is to drop/ slots.

Theorentl, we are able to develop the following algorithm. Theorem2: When |[Ne] = M, for any sloti ¢
We give an example to illustrate Algorithith 2 in FIg. 3. We{1,2, -+, N}, if there areM slots before sloti requiring

first put the all10 time slots into a sef. It is observed that more channel inversion power than that of siothen slot:

slot 3 requires smallest channel inversion powerAn Thus, should not be dropped, i.é.€ 5.

we put slot3 into the candidates sé8 and remove slotd Proof: Consider the scenario that there areslots ahead

to 3 from A. It is observed that slof now requires smallest of slot ¢ requiring more channel inversion power than that of

channel inversion power inl. Therefore, we put slof into  sloti. Now, we suppose that it is optimal to drop sioUnder

the candidates sé and remove slotd to 5 from .A. Then, these assumptions, there are two possible cases:

slot 10 now requires smallest channel inversion power4n o Case 1. All of those M dlots are dropped. This implies

Thus, we put slotl0 into the candidates sé and remove a total M + 1 slots are dropped, which contradicts with

slots6 to 10 from A. Now, in the candidates sé&, we have the fact that| Ne| = M. Thus, this case cannot happen.

slots 3, 5 and 10. Then, it is clear that ifo:1 T, > pinv, o Case2: M —1 or lesslots of those M dlots are dropped.

Yk € B, the slots after slok can be removed from sé due For this case, there must exist at least one sheiquiring

to the fact that slot will not incur an energy cost higher more channel inversion power than slds not dropped.
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Then, according to Theorel 1, by dropping sjoand Based on the results of Probléin 5, the following suboptimal
keeping sloti instead, we can achieve lower energy cosalgorithm for solving Problerfil4 is developed.

This contradicts with our presumption that it is optimal

to drop sloti. Algorithm 3 Linear Programming based Channel Removal

Combining the above results, it is clear that our presumpti¢LPCR)
does not hold. By contradiction, slotshould be kept for the 1: Solve Probleni]5 by existing linear programming solvers
scenario considered. Theoréin 2 is thus proved. [ | such as CVXI[[27].
By applying Theoreni]2, we can reduce the number of: Sort the solutiony, x2, - - 7XN]T in descending order,
channels under consideration and search over the remaining and drop the firs N¢| slots.
candidates set. 3: Apply the greedy power allocation scheme given[in] (12)
The proposed optimal power allocation algorithms in this for the remaining time slots.
section can greatly reduce the number of candidates when

finding the slots to be dropfped,hespeciallylwﬁéfzj =1and  The complexity analysis of Algorithi 3 is given as follows.
[Ne| = N . 1. However, or the genera (’faétévd =M, The worst-case complexity of solving the linear program in
the cardinality of the candidates set is still large, andsthmétepl is O(N?) (see [25]). The complexity of sorting the
the complexity of the optimal power allocation algorithm i%btained solution in descending order in steig O(N log N)
quite high. In the following section, we develop two effidien(See [28]). The complexity of step is O(N). Thus, the

sub-optimal algorithms. complexity of LPCR isO(N?).
2) Worst-Channel Removal (WCR): Although the LPCR
C. Suboptimal Power Allocation Algorithms algorithm has polynomial time complexity, it still require

In this subsection, we propose two suboptimal power all§olving a linear program (Problelm 5) with complexity N*).
cation schemes for Proble 1, which are given as below. [N this subsection, we propose a simpler suboptimal algr;t

1) Linear Programming based Channel Removal (LPCR): referred to asworst-Channel Removal (WCR), which has a
To develop the first algorithm, we consider the followingvorst case complexity af (NN log V).

problem
Problem 4: Algorithm 4 Worst-Channel Removal (WCR)
N 1: Sort the time slots according to their channel power gains
min apt + BpY) 20 in the desgendlng order.
pey Py Xi ;( P 2 (20) 2: Drop the first| Ne| slots.
st p¢>0, pl >0, Vi 1) % Apply the greedy power allocation scheme given[inl (12)

X for the remaining time slots.

k
ZPZ_ZT1§O7VI€€{L2,,N}, (22)
i=1

i=1 The idea of WCR is to remove the worsiNe| channels.

N It is clear that WCR is in general not optimal. However,
in < |Nel, (23) when certain conditions are satisfied, WCR is optimal. In
i=1 } the following, we investigate three conditions when WCR is
pi +p; 2 pi" (1= xi), Vi, (24) optimal, hence strengthening the motivation of using WCR as
xi € {0,1}, Vi. (25) a heuristic scheme.

] , ) , _ Theorem 3: WCR is the optimal solution of Problefd 1
Problem[# is a mixed-integer programming problem, and it ihe condition SN pr =N T = 0 is satisfied, ie.,

is easy to verify that Probleid 4 is equivalent to Problem %« harvested energy is fully consumed at the end of the

Details are omitted here for brevity. transmission.
By taking y; as a continuous variable ovfr, 1] instead of Proof: Let S be the set given in WCR, and we assume
a binary variable, the relaxation problem of Prob[em 4 izgiv that WCR satisfies the conditioEN o — ZN T — 0
=11 =1t T M
by _ Then, according to the proof dfemma 1 for a given set,
Problem 5: Lower bound of Problem 4 Problem[1 can be converted to ProblEin 3. Thus, under the
N above assumptions, the value of the objective function unde
_min Z (ap§ + Bp;) , (26) WCR is
Pi» Pis Xi i1 N
0<x; <1, Vi (28) i€Se i=1

Probleni is a linear programming problem, and hence, it canLet S be any feasible solution set (other th&hof Problem
be solved efficiently([27]. It is worth pointing out that Pietn [T, the value of the objective function undgiis then given by
B provides us a lower bound to ProblE 4. Thus, it can be used _ i

as a benchmark to investigate the performance of the prdpose « Z A Ct) Z Pis (30)

suboptimal algorithms. ic€8e i€8e
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where S¢ is the complement ofS. Since S is a feasible Pinesr + Plne < Pi° + p1". For other time slots, we

solution of Probleni]1, it can be observed that _s. pi < havep§ +p] = p;“+p;". Now, we look at the energy harvest

Zf;l T;. SinceS contains the Ne| time slots with weakest constraints unde and S, respectively. UnderS, we have

channel power gains, it is easy to verify that, . pi™ < Ply41 < ng”l T;. While underS, we havep,” < T;.

> ,cse Pi". Based on these observatioitsis clear that[(2D) AHI the remaining energy harvest constraints are exactdy th

is always lower than[({30)Thus, Theoreril3 is proved. m same for the two cases. Thus, we are always able to set
This theorem can be explained in the following way. For any/ v, = pi” and p! = p;" for all the remaining time

resource allocation schemes that consume all the harvestids. Then, it is observed that the resultant total eneasy ¢

energy, the cost of the renewable energy for these schemesersS is always less or equal to that undsr Using the

is the same. Thus, the cost difference among these schessse approach, we can prove that the total energy cost under

comes from the cost of the conventional energy. Thus, tiseis lower than that under any other feasible solution set of

scheme consuming less conventional energy has a lower tétedblen]. |
energy cost. Therefore, it is clear that WCR is optimal when This theorem can be explained in the following way. For
all the harvested energy is consumed. non-decreasing (over time) channels, the channel inversio

Theorem 4: WCR is the optimal solution of Problefd 1power for latter slots is equal to or lower than that for the
if no conventional energy is consumed during the whofermer slots. Besides, the renewable energy availablehier t
transmission process. latter slots is in general more than that for the former slots
Proof: Let S be the set given in WCR, and it satisfiesThus, dropping the former slots always results in a lowealtot
the condition that no conventional energy is consumed durienergy cost. Therefore, it is clear that WCR is optimal foy an
the whole transmission process. Since no conventionaggnetype of non-decreasing channel.
is consumed, the value of the objective function of Prodlém 1

under WCR is given by D. The Multi-Cycle Scenario
> Bp;, wherep] = pi", Vi € 8. (31)  In the previous subsections, we consider the single-cycle
i€Se scenario, i.e., the outage constraint is imposed dverontin-

Let S be any feasible solution set (other thof Problem UOUS slots from one cycle. In this subsection, we consider

[, the value of the objective function undgiis then given by Fhe multi-cycle scenario, in which the outage constraint is
imposed on each cycle. We assume that there)Mareycles,

> (ap§ + Bpy), wherep +p; = p/™,Vi e 8% (32) and each cycle had' time slots. In each cycle, the maximum
i€Se number of slots that can be droppedASs Then, the energy
From the fact thata > 3, it follows that COSt minimization problem with energy harvesting constsai

S iege (@pS + Bpl) > Y5 B (S + p). Itis easy to verify can be formulated as follows.
that o,csc B8 (05 + 1) = Dicge B > ese Bpi™ due  Problem 6:

to the fact thatS contains the| Ne| time slots with weakest MN
channel power gains. Thus, it is clear tHafl (31) is always les min Z (aps + Bpl), (33)
than [32). Theorerhl4 is thus proved. (] i P

This theorem can be explained in the following way. For gt. p$ >0, pf >0, Vi, (34)

any resource allocation schemes that consume no convahtion &

k
energy, the total energy cost is only determined by the cost szr — ZTZ' <0, Vke{1,2,--- ,MN}, (35)
of the renewable energy. Thus, the scheme consuming less = =

renewable energy has a lower total energy cost. Therefore, i (j—1)N+N
is clear that WCR is optimal when no conventional energy is Z i <K, Vje{l1,2,---, M}, (36)
consumed. i=(j—1)N+1

Theorem 5: For any type of non-decreasing (over time)
channel (e.g., AWGN channel), WCR gives the optimal sd!nere
lution of ProblentlL. 1 i ma+ gi(p]{[+p3)) <R,
Proof: For any type of non-decreasing (over time) channel Xi = 0, otherwise 0 37)

(e.g., AWGN channel), WCR is equivalent to dropping the

first [ Ne| slots. LetS be the set that we drop the firstSince Probleni]l is a special case of Probldm 6, we expect
| Ne] slots, ie, S = {g1,92,-*+,g|ne}- To guarantee the optimal solution of Problein 6 to be hard to obtain. Thus,
the QoS of the user during the remaining time slots, the this subsection, we develop two suboptimal algorithms to
transmit power required ig¢ + pi = pi"¥ Vi € S°¢, where solve Problen{]6 based on the LPCR and WCR developed

S¢ = {gLNEthLNeHQ, e ,gN}. for the one-cycle case. The extension from the one-cycle cas

Now, we consider the sef = {92, 9N G INey+1)- 1O the multi-cycle case depends on an important property of
To guarantee the QoS of the user during the remaining tifféoblem(®, which is presented in the following proposition.
slots, the transmit power requiredjis’ +p," = p'"?, Vi € S¢, Proposition 3: At the optimal solution of Problenf] 6,
wheres$¢ — {gthMHQ’... ,gn }. Since the channel is non-the_c??vstrjslints given by (B6) must hold with equality, i.e.,
decreasing, it is clear thaf; < g n+1. Thus, it follows ZE:UZU}H xi =K, Vje{l,2,--- ,M}.
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Proposition[B can be proved by the same approach Algorithm 6 Multi-cycle WCR
Propositior L. Thus, details are omitted here for brevity. 1: Sort the time slots according to the descending order of
In the following, we present the multi-cycle LPCR and the channel power gains in each cycle.
multi-cycle WCR, respectively. 2: Drop the worstK time slots in each cycle.
1) Multi-cycle LPCR: Denote the leftover harvested energy 3: Apply the greedy power allocation scheme during the rest
of cyclei as L;, and denote the initial storage energy of cycle of time slots.
i asS;, we can extend the LPCR to the multi-cycle scenario,
which is given as follows.

satisfied, the multi-cycle WCR gives the optimal solutiom. |
the following, we give out a sufficient condition for the mult
cycle WCR to be optimal.

Proposition 5: If WCR is the optimal solution for each
individual cyclei, Vi, then the multi-cycle WCR is the optimal
solution for Problenfl6.

Proof: See Part C of the Appendix for detalils. [ |

Algorithm 5 Multi-cycle LPCR

1: Initialization: Ly = 0.

2. fori=1:M do

3:  Compute the initial energy of cycleby S, = L;_;.

4:  Solve Probleni]5 with initial storags; for cyclei by
existing linear programming solvers such as CVX.

5. Sort the obtaineg;, V5 in cycled in descending order,
and drop the firstS slots.

6:  Apply the greedy power allocation scheme during the
rest of time slots in cyclé.

V. OPTIMAL RESOURCEALLOCATION WITH PARTIAL

7:  Compute the leftover harvested enerfyat the end of CESI
cycle . In previous sections, we assume full CESI, i.e., the channel
8: end for

power gains (i.e.[g1, g2, - - , gn]T) and the energy harvesting
state information (i.e.[Ty,T», --- ,Tn]T) is apriori known

The multi-cycle LPCR algorithm soIveg t_he Im‘lt"CyCh:"at the Tx. In this section, we consider the scenario that only
problem cycle by cycle. We note that it is the leftove

h ted that les th t minimizati bl the channel fading statistics (i.e., partial CESI) are labe
arvested energy that couples the cost minimizalion pnoble, e Ty ynder this assumption, we model the QoS criterion
of different cycles. For example, if no harvest energy is le

ST : the following the equation.
for future cycles, the optimization problem in each cycla ca y g d

be solved independently. In the following, we investigabeh i (0% + pl)
the leftover harvested energy affects the energy cost. PFOb{ln(l + #) < R} <eVie{l,2,--- ,N}.
Proposition 4: Define initial storage state to k& (> 0). 0 (38)

Let 7(S) be the optimal policy at storage steffeandn(S+A)

be the optimal policy at storage statet+ A. Let V(S) and  This constraint requests the outage probability of the 'siser
V(S + A) denote the total energy cost undgrand S + A, yransmission in each time slot to be less than or equal to
respectively. Then, the cost difference is boundeddy 5)A,  Thys, the outage probability of the whole transmission gssc

e, V() - V(5+A) <(a=p)A. ) . is less than or equal ta With this constraint, the energy cost
Proof: See Part B of the Appendix for details. B inimization problem is formulated as

From Propositiofil4, it is observed that with additionalidit

storage ofA, the maximum cost that the user can reduce ism ’

(e — B)A. Thus, if the cost increase in the previous cycles N

to produce additional harvested enenyyis larger than(c — min Z (ap$ + BpY) (39)
B)A, then it is clear that the resource allocation strategies in i Pi ;=

previous cycles will not affect the resource allocatioatsgies st. pf >0, pl >0,Vie{1,2,--- ,N} (40)
in the current and the following cycles. This is becausetités & &

leftover harve_sted energy that couples the cogt_ m|n|_m12|a'F| Zplr _ ZTi <0,Vke{1,2,---,N}, (41)
problem of different cycles. Thus, if the condition given in P P

Proposition # is satisfied for all the cycles, the optimizati i (p% + pY)
problem in each cycle can be solved independently. Otherwis PrOb{ln(l + #) < R} <e,
Algorithm[5 can be used to solve the problem. vie{l2 . N} (42)

2) Multi-cycle WCR: 1t is observed that the multi-cycle
LPCR algorithm requires solving a series of linear program- )
ming problems, which may incur high complexity for thdt is observed that we assume the energy harvesting state

worst-case scenario. Thus, in this part, we develop theimuipformation (i.e.,[T1, Ty, -+, T]") is known at the Tx in
cycle WCR, which is implemented by a simpler suboptiméh's problem formulation. However, it is worthy pointing tou
algorithm. that the future energy harvesting state information is it fa

The key idea of the multi-cycle WCR is to remove the wordtOt required to obtain the optimal solution, which is given i
K channels in each cycle. It is clear that multi-cycle WCR &€ following theorem. That is, the optimal power allocatio
. . . . *
in general not optimal. However, when certain conditiores api in slot & does not depend o1, -, Ty.
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Theorem 6: The optimal solutionp; = [pk, p¢|T for ]
Problen(Y is given by
- No(e—1) k 1,
* k> if F-1(e) — Zi:l E sz p; vk 5
Pr = o No(e-1) k -1 P 2
Ak |f 0 T _ Z T %
k> F—1(e) i=11i i=1 Pi ol
(43) % —*— [Ne[F1: Rayleigh
g —6— [Ne[1: Nakagami (m=2)
~ N, R_1 R “g —8— Ne(F1: Log-Normal (02=1)
where pz = [(1]5'(1271(5)) O]T, and pz = [Zf:l T, — g 8 — % — NeZN-1: Rayleigh
[ — © — [Ne[N-1: Nakagami (m=2)
k—1 , No(e-1) k k—1 T 2
D1 i —F © i Ti =2 vi )] Sl =8 ~ MNerN-1: Log-Nomal @*=1)] |

Proof: It is east to observe that the constraints given i
(@2) are equivalent to

No (e —1
Prob{gi < M} < e Vi. (44)

8- -8-—@—— B — @ — -8B ——B—— B — B ——8

C T i i i i i i i i
p7’ + pz 20 40 60 80 100 120 140 160 180 200
Number of time slots

Since the distribution of;’s is i.i.d and with the CDFF'(-),

. No(eff—1
then it is easy to observe that Pl‘%bi < Op(%pr)} = Fig. 4. Average number of searched slots for the proposeatitiign under
co different fading scenarios

R_
F (M) Consequently, we have

pEtp]
A. Smulation setu
No (e — 1) _ 1N SELP .
F T <, Vi. (45) In the simulation, the target transmission r&tef the user
bi TP is set to one. The receiver noise poweéy is also assumed to
No(ef-1) be one. Unless specifically declared, we assume i.i.d. Reyle

Define thatg(p:) , wherep; = pi + pj. Since the taqing for all channels. Thus, the channel power gains are

a
CDF functionF'(g(p;)) is an increasing function with respecioyonentially distributed, and we assume that the mean of
t0 g(pi), andg(p;) is a decreasing function with respectt  the channel power gain is one. The conventional energy is

it can be inferred that’(g(p;)) is a decreasing function with priced ata = 1 per unit, and the harvested energy is priced
respect top;. Thus, [45) can be converted to at 3 = 0.2 per unit. The incoming energy; is modeled as
L. No(eR—1) a random variable with uniform distribution over the range
pi +pi = W,W, (46) [0 1], i.e., T ~ U(0,1). In practice, the characteristics of the
incoming energy depends on the type of renewable energy
where F~1(.) is the inverse function off’(-). Thus, to source. For example, it is shown [n[29] that the energy can be
minimize the power consumption[_(46) should hold witlmodeled as a Markovian chain with memory. For a given type

equality for eachi, i.e., p§ + p! = N‘l’w(fii:)l)’w_ Then, it Of energy harvester, the characteristics of the incomireggn
. No(eR-1) . N . N, can be obtained through long-term measurements. It is worth
follows th"fpi < g Vi and iy pi + 2251 Pi = pointing out that the assumption of particular distribatio
Zif\il N}(fil(:)l) Based on these equations, Prob@m 7 can §é the channel power gains and the incoming energy does
converted to not ghange the structure of the problems studied and the
N N N algorithms proposed in this paper.
XN (e - 1) :
min ) e (a=8)>»f, (47)
P i=1 i=1 B. Extreme Cases. |[Ne| =1 and [Ne|] =N —1
R
st 0<pl < No (61 - 1) Vi, (48) In Fig. 4, we investigate the average numbe_r of searched
F=1(e) slots of Algorithm 1 and Algorithm 2, respectively, under
k k different fading scenarios. In the simulation,= 2 is chosen
pr - ZTi <0,Vke{l,2,--- ,N}.  (49) for the unit-mean Nakagami fading channels used. For log-
i=1 i=1 normal fading channels;? = 1 is used, with which the dB-

This problem has the same structure as the linear optirnizatispread will be within its typical range5 [30]. The average is
R_ . . . .
problem in Lemm&lL. Applying Lemnid 1 with — NUF(:( )1) taken overl0000 channel realizations. It is observed from Flg.
. ¢ [ that the average number of slots that the proposed algorith
andz; = p] then concludes the proof. A X ) .
has searched is almost the same for different fading seanari
Besides, it is observed from Figl. 4 that the average number of
searched slots of Algorithm 1 increases when the number of
In this section, we present several numerical examplegal slots increases. However, it increases at a very skbe r
to evaluate the performance of the proposed optimal aticcan be seen that the average number of searched sl6ts is
suboptimal algorithms. when the total number of slots 0. The average number of

VI. NUMERICAL RESULTS
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Fig. 5. Comparison of the suboptimal algorithms with the dowound Fig. 6. Gaps between the suboptimal algorithms and the lwend

searched slots that Algorithm 2 has to search turns out to B8 ever WCR performs close to the lower-bound when the
one regar_dless of the number of total slots. ThIS is due to FHEmber of slots to be dropped is either small (less than 80)
fact that since we only need to keep one slot, in most scearigy |arge (more than 160). For intermediate range (about 120
the accumulated harvested energy is enough to support §ige "\CR has about 8% gap from the lower bound. The
channel inversion power of the slot with the highest channgl ition is as follows. When there a0 slots, it is likely that
power gains. For both cases, when the exhaustive searchyise il be a small number of slots that are in deep fading.
adopted, the number of searched slot208. This indicates ¢ the optimal solution, these slots are likely to be droppsd
that the proposed algorithms are highly efficient as conparg,q st required to serve these slots is very high, evehdf al
to the exhaustive search whose complexity is linear. them are using the cheap renewable energy. Similarly, Is&s a
likely that there will be a number of slots in which the channe
C. General Case: |Ne| = M power gain is high, and the_se slots are likely to be kept ag o_nl
In this subsection, we consider the case that thereape 2 sma_ll amount of energy 1s neeqled to serve th_ese slots. Since
%\/CR is a greedy heuristic in which channels with low power

time slots. In Fig[h, we plot the total energy cost vs. the T i . .
: 'gLb, we p 9y v ins are dropped, it is likely to agree with the optimal sohu

number of dropped slots. The result is obtained by averagiﬁﬁ th b f slots o be d di " |
over1000 channel realizationg:herandomdrop algorithm, in en the number of slots 1o be dropped 1S small or farge.
pwever, at the intermediate range, in addition to dropping

which we drop the slots randomly and apply the greedy pOV\)_| _ . . . .
allocation in the remaining time slots, is given as a baeeliﬁ%e channels in deep fading and keeping channels with high

policy. From Fig.[5, it is observed that the performance &(.)tvr\]/er gglns,t we also haye t(\)/vrggke 6|1 dgzmsmnthon (;]hann?ls
the random drop is the worst. This indicates that optimiati W!th lmo erate power gaLTst. d 0?%’ kro_p? €c artmtt:]s
contributes to significant energy saving for our problem. [{!th fower power gains, but does not take into account the

is also observed that both the proposed suboptimal Schen{ggewable energy supply pattern. For channels with moelerat

namely the LPCR and the WCR, can achieve almost the SaH,]oev'ver_gains, the varigtion in the renewal_ale energy supp_by ma
performance as the lower bound. Furthermore, it is obser\fee@Jlt in channels with lower power gains being kept in the

from Fig.[3 that the total energy cost decreases as the num @ mal squpon. This results.m the sub-optlmallfcy of WCR
1 contrast, in the LPCR algorithm, we try to take into acdoun

of dropped slots increases for LPCR, WCR and the lowe S X .
e variation in renewable energy through linear prograngmi

bound, which is as expected. However, for the random drg . S . ) :
laxation, resulting in a better performance in the inexdtiate

this does not hold. For example, the total energy cost ot

dropping60 slots can be lower than that of droppi&g slots. range compared to WCR.

This can be explained as follows. In the random drop, since .

the slots are dropped randomly, it is possible that most ef tR- The multi-cycle case

80 dropped slots are with good channels and most oftéthe In this case, we consider the case where there are in total

dropped slots are with bad channels. As a result, the ene@§} time slots. These time slots are divided intocycles,

cost of droppingi0 slots may be lower than that of droppingand thus each cycle contairi® time slots. In Fig.[T7, we

80 slots. plot the gap between the suboptimal schemes and the lower
In Fig.[8, we plot the gap between the suboptimal schemisund vs. the number of dropped slots in each cycle. The

and the lower bound vs. the number of dropped slots. Thesult is obtained by averaging over 1000 channel reatiaati

result is obtained by averaging over 1000 channel reatizati It is observed that the shape of the curves in this figure is

It is observed that LPCR performs better than WCR in generaimilar to that of the curves in Figl] 6. Multi-cycle LPCR in



X. KANG ET. AL, “COST MINIMIZATION FOR FADING CHANNELS WITH ENERGY HARVESTING AND CONVENTIONAL ENERGY” 11

that for the same, the total energy cost undé&t ~ 1£(0, 50)
is lower than that undef’ ~ 1/(0, 10). This indicates that the
—©6— Multi-cycle LPCR . . gs . ..
L | harvested energy plays a significant role in determining the
energy cost.

[N
IS

-
N

=
o
T

VII. CONCLUSIONS

In this paper, we have considered the problem of commu-
nicating over a block fading channel in which the transmitte
has access to an energy harvester and a conventional energy
source, and sought to minimize the total energy cost of the
transmitter, subject to an outage constraint. This probiem
shown to be a mixed integer programming problem. Optimal
algorithms with worst case linear time complexity have been
i ‘ ‘ ‘ ‘ ‘ obtained in two extreme cases: when the number of slots

0 Rumberof dropped tme s percycle. in outage is1l or N — 1. For the general case of allowing

1 < k < N —1 slots in outage, using a linear programming

Fig. 7. Gaps between the suboptimal algorithms and the lbeend: Multi- relaxation, we have obtained .an effICIen.tly computable fowe
cycle case bound as well as a suboptimal algorithm (upper bound),
Linear Programming based Channel Removal (LPCR), for this
problem. Using a greedy heuristic, we have also proposed

)
T

Percentage gaps between the suboptimal algorithms and the lower bound

o

2800 oD another suboptimal algorithm with lower complexity, Werst
s000] sl Channel Removal (WCR), and have shown that this algorithm

is optimal under some channel conditions. Numerical simula
tions indicate that these algorithms exhibit only a smalp ga
to the lower bound. Then, we show that the results obtained
for the single-cycle case can be extended to the multi-cycle
scenario with few modifications. Finally, when the only caus
information on the energy arrivals and only channel sfatist
are available, we have introduced a new outage constraiht an
obtained the optimal resource allocation.

2000 -

Total energy cost
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APPENDIX

A. Proof of Lemma[Il

To prove Lemmad]l, we verify the KKT conditions for the
proposed policy. Foi € {1,2,..., N}, we have
Fig. 8. Performance for the proposed resource allocatiberee with partial

0 i i i i i i i i i
01 011 012 013 014 015 016 017 018 019 02

Outage probability, &

CESI 0 <af <g, (50)
k k
general performs better than multi-cycle WCR. Multi-cycle 2% B Z;Ti <0, (51)

WCR performs close to the lower-bound when the number

of slots to be dropped is either small or large. This can be . Ail] o ¢i) =0 (52)
explained in the same way as the single-cycle case given in S .

Section VI-C. Ni(zl Ti— z; T;)=0 (53)
J= )=

- ;=0 54

E. The partial CES case N Vil (54)

In this subsection, we investigate the performance for the —(a—B)+ N\ + Z“J’ — =0 (55)

proposed resource allocation scheme with partial CESI. We =i
consider the case that the channel fading statistics éxpo- A > 0,05 > 0,79 > 0. (56)

nentially distributed with meah) are available at the Tx, while

the energy harvesting state information is not known at the TThe first two conditions are satisfied since; =

In Fig.[8, we plot the total energy cost of the proposed schemsén{c;, 23:1 T; —Z;;ll x7} is always chosen to be feasible.
vs. the given outage probability (i.e), under different energy It remains to choose\;, u; and ;. To this end, we set

harvesting profiles. It is observed that the total energy obs v, = 0. Let K € {1,2,..., N} be the largest index such
all curves decrease with the increase:oThis is as expected that zj. = Zjil T; — Zj;l z;. If there is no such index,

since the transmit power is in general inversely propogionwe setK = 0. If K > 0, we setux = («— ) andy; = 0 for

to ¢, which can be observed fromi (43). Another observationis# K; we set\; = (a—3) fori > K and)\; = 0 fori < K.
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Note that(« — 3) > 0 sincea > 3. Hence, these choices areC. Proof of Proposition[d

feasible. If K = 0, we setu; = 0 for all  and \; = (o — 3)

Let S; denote the set of slots that are kept in scheme 1, and

for all 4. It is now easy to verify that all the KKT conditionsS2 denote the set of slots that are kept in scheme 2. Denote

are satisfied.

B. Proof of Proposition 4
First, we consider the policy with initial storage state- A,

i.e., 7(S' + A). Denote the conventional energy drawn at slot R
i by p$(S+ A), and the energy drawn from the renewable byA = L — L =

pi (S + A). Then, it follows that
V(S+A)=> (apf(S+A) + Bpi(S+4)).
i=1
Now, we consider the policy with initial storage stefiei.e.,
m(S). Let the storage state at slotbe denoted byE,;. For
convenience, we introduce the following indicator funnso

(57)

L, i pi(SH+A) < Ei 4T,
Xi = { 0, otherwise (58)
— 1, if p;(S+A)>Ei_1 + T;,
Xi = { 0, otherwise (59)

Now, we drop the same time slot astiS + A). Then, the
drawn energy under(S) can be written as follows,

pi(S) = xipi (S + A) +X; (Bic +T3)

pi(S) =pi(S+A)+X; i (S+A)—Eio1 —T5).
The overall cost of this policy is given by
=1

1=
n

(60)
(61)

V(S) =) (api(S) + Bpi(9))

a(pi (S +A) +X;(p; (S +A) = Eioq = T)))
im1
+B(xip; (S + A) + X, (Ei1 + T7)). (62)

Let E/ be the storage state for slbunder policyr(S + A).

the leftover harvested energy of schem](Ve 1lasand that of
scheAme 2 ag. Then, itfollows thatl, =3 ;" Ti—> ics, DI,
andL =YY T, — > ,.s, Bi"- Then, we have

(25

1€Sy

ZZPQ—ZP}T-

1€Sy 1€S3

> p?)

1€S1

(65)

Denote the cost of scheme 1 and scheme Z/aand V/,
respectively. Then, the cost difference of these two sckeme
are given as follows.

V-V
= (ap +8p;) — > (apf + Bp})

i€S2 1€ST
=a <Zﬁf— Zps> +8 (Zzﬁ:— Zp:>
1€Sy 1E€Sy 1€ST

1€S

—a MR_I)_ T — MR_U_ T =
a LZSZ< 9i pl) §< 9i pz)] oA
OB _ oR _
o (Z Bl =D - Doy Aele U m 1>> +(a— A,
i€Ss v €S, v

(66)

It is clear that if schemel is WCR, we always have

Sies %R_l) < Y. Mole"=D consequently, we have

S 1€S2 gi

thatV —V > (a — 8) A. Thus, if WCR is the optimal solution
for each individual cycle, Vi, then it is clear that the multi-
cycle WCR must be the optimal solution for ProblEin 6.

Now, we compute the cost difference between the two policies

V(S) = V(S +A)

s
Il
-

a(x;(p; (S +A) = By = Ty))

(i = Dpi (S +A) +Xi(Eiea + T3))

(=B Xi(pi (S +A) -

a

Ei_1-1T;))

M=

(a —B)A;, (63)
i=1

where the equality “a” results from the fact that=1 — v,

andA; = Yz(pf(S + A) —F; - Tz)

Clearly, if x, =0, A; = 0;if x; =1, Ay =pl(S+ A) —
BT, 2 Pl (S+A)—pl(S), where the equality “b” results
from the fact thap! (S) = E;_1 +T; when,; =1 (observed
from (60)). Hence, we have

V(S)=V(S+A)=> (a—BA; < (a—B)A.
=1
Propositior % is thus proved.

(64)
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