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Abstract— We consider two transceivers, the first with perfect account the TOA estimation errors at both transceivers. We
clock and the second with imperfect clock. We investigate #  compute the Cramer-Rao lower bounds (CRLB) for the joint
joint estimation of the delay between the transceivers andhe estimation of the delay and the drift and derive the joint
offset and the drift of the imperfect clock. We propose a probcol . I ’
for the synchronization of the clocks. We derive some empical maX|-n.1um I'ke,“hOOd estimator (MLE). Also, we propose some
estimators for the delay, the offset and the drift, and compte €mpirical estimators for the delay, the clock offset and the
the Cramer-Rao lower bounds and the joint maximum likelihoad  drift. The impact of the different parameters of the protoco
estimator of the delay and the drift. We study the impact of te  and the TOA estimation variance on the proposed estimagors i
protocol parameters and the time-of-arrival estimation vaiance examined. The theoretical results are validated by sirimiat
on the achieved performances. We validate some theoretical . . .
results by simulation. The approach followeo! in this paper can be extended 7[0 d.erlve

the CRLBs and the joint MLE for many synchronization
I. INTRODUCTION protocols under different assumptions.

Highly accurate positioning can be performed by employing The rest of the paper is organized as follows. In $dc. I,
the time-of-arrival (TOA) technique if impulse-radio (IRB)tra we describe the system model. In SEC Ill, we present the
wideband (UWB) signals [1]-[3] are transmitted. estimation protocol. In Sed_]V, we propose an empirical

However, one of the main challenges facing the realizati@gorithm. In Sec[V, we derive the CRLBs and the MLE.
of UWB-based positioning systems is the need of synchreniZa Sec[V], we show and discuss some numerical results.
tion among all the network transceivers if the TOA technigue
used and among the reference nodes if the time-differefice-o Il. SYSTEM MODEL
arrival (TDOA) is used. Synchronization can be accomplishe

. . - ) : .~ As mentioned above, we describe in this section our system
by using high-precision clocks which seems to be |mpralct|c|%0de|_ Let us consider two transceivers Tr and dquipped
due to the required high-cost. To overcome this proble

; ; ) h two clocks Ck and Ck respectively, and assume that:
two-way ranging strategies can be used as proposed in [4

and adopted in the IEEE802.15.4a standard [5]-[7]. Two-wayl) The clock Ck is perfect whereas the clock’ Glffers
ranging can mitigate the effects of the offset between dock __ Tom a drift and an offset. _ _ _
However, the impact of clock drift is still present and cause 2) The time delayr between Tr and Tr(i.e. 7 is the time

non-negligible errors when the waited time at the receiids s spent by a signal transmitted by Tr to react)Tis
is relatively long [7]-[10]. constant. Therefore, if Tr and Tcommunicate through

f . le) th he di . th
The effects of clock drift on TOA estimation accuracy is ree space (resp. a cable) then the distance (resp. the

. i ) cable length) should be constant. In multipath channels,
evaluated in many works where a wide variety of twq-way 7 is proportional to the length of the detected path (not
protocols are proposed to reduce as much as possible the : :

: ) L necessarily the direct one).
impact of the drift [8]-[14]. However the problem of joint o , ) )
delay and clock offset and drift estimation is not investigh The Iocal_tlmet of Ck_ can be written with respect to (w.r.t.)
or is investigated but without taking into account the priyna the true timet (local time of Ck) as:
impact of TOA estimation errors. Even when TOA estimation
errors are considered they are either considered in sifonlat
only, or are considered in the proposed model but the praposghere , = o — 1 (a coefficient) andy (in seconds) denote
estimators are not optimal. the drift and the offset of Ck respectively. The drift is often

In this paper we consider two transceivers, one equippexpressed in terms of parts-per-million (ppm); it is defiraed
with a perfect clock and one equipped with an imperfethe maximum number of extra or missed clock counts over
clock. We investigate the joint estimation of the time delag total of 10° counts. The drift as defined ifil(1) is obtained
between the two transceivers and the offset and the drift fobm that in ppmuppm by v = vppml0~6. We assume in this
the imperfect clock. We propose a system model taking inpaper that can be positive or negative.

t'=at+y=(1+v)t+7 1)
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Fig. 1. True time (solid line), local time with offset (dashkne), local time

with drift (dotted line), local time with jitter (dash-det line), and local time

with offset, drift and jitter (line with circles).

Similarly to [7]-[11], [13] the problem of clock jitter is ro

included in our model for simplicity reasons. The jitter dezs

the instantaneous fluctuations around the average local tim
described in[{l1). In FidJ1, we illustrate the lines repréeisen
the true time (solid line), a local time with an offset (daghe

line), a local time with drift (dotted line), a local with fér

(dash-dotted line), and a local time with all the mentioned

imperfections (line with circles).

In the next sessions we propose a protocol and some

3) Trwaits for the durationgy, - - - , d5 (known in advance

by Tr) before sendingV reply signals to Tt We will
see later in Sed_IVZA thaiV cannot be lower than
two. Thenth signal is transmitted at the true “time of
departure after waiting” (TOW)

th —

twon =ta +0p = 4746, +e€q (3)

and arrives to Trat the true “time of return” (TOR)
!

'p —7
«Q

tpn =twn+7= + 27+ 0, +€ea

which corresponds w.r.t. Cko

thn = 0trn +7 = altwn +7) +7
=ty +a(27 +0,) + aea.

Tr estimatest’, ,,; denote byi’, , the estimated TOR
w.r.t. CK; £, . can be written as:

Urn = tho + € = Altwn +7) +7 + € (4)
=tph + (27 +0,) + aeq + €p, (5)

wherec, ,, denotes the estimation error w.r.t. 'Ck

Tr proceeds to the estimation of the unknown pa-
rametersa, v and 7 by making use of the protocol
parameters,, - - - ,dy, the estimated TOA, and TORs
1, thy, and the distributions of the estima-
tion errorsea, € 4, -+ , € v (POSsible to be estimated
jointly with the TOA and the TORS).

. . ) X .
algorithms to synchronize Tr and'Taind to estimate the time To be able to estimate the clock offsetthe estimated TOA

delay between them.

IIl. ESTIMATION PROTOCOL

In this section we describe our estimation protocol. “Proto

t4 should be contained in the reply signals sent by Tr to Tr
Otherwise, Tr can only estimate the time delay and the
lock drift o (from the estimated TOR&; ;.- - , 1% y)-

col” stands for the consecutive steps to be followed by Tr and!t ¢an be shown [15] that in the presence of an additive white

Tr’ in order to obtain the observation carrying the informatio

fraussian noise (AWGN), the MLE of the TOA is unbiased at

about the unknown parameters. After proposing our protocgffficiently high signal-to-noise ratios (SNR), follows armal

next sections rather than the protocol described here.
Let us present the protocol:

1) Tr sends a signal to Tr at the “time of departure” (TOD

t, (TOD w.r.t. CK); using [3), we can write¢/, w.r.t.
the true TODtp as:

th = atp +7.

we realized that a similar protocol has already been pm;boﬁstribution and achieves the CRLB. At low and medium

in [8]. The main contribution in this work is the derivation
of the CRLBs and the estimation algorithms presented in the

SNRs, the MLE is no longer Gaussian. Let us assume that:

ea ~ N(0,0%) (6)
6IR,n ~ N(O’ 0—122/ = O‘20—?2 ~ U%),Vn (7)

where N'(pr, 03,) denotes the normal distribution of mean
2&/\/ and variancer3,, 0% the variance off 4 w.rt. a perfect
clock, ands%, ando?, the variances off, , w.r.t. an imperfect
and a perfect clock respectivelyy, is approximated by

to make the covariance matrices in S€c3.[1V, V independent of
the unknown parameters to estimate (valid assumption lsecau

The transmitted Signal arrives to Tr at the true “time 0& ~ 1 and because—R is much smaller tham and 571) In

arrival” (TOA)

/

tp —v

+ 7.

(@), 0% is the samevn because the reply signals sent by Tr
to Tr' have all the same energy? is not assumed equal

2)

ta=tp+1=

Tr estimates 4; denote byz? 4 the estimated TOA w.r.t.

to 0% because the signals transmitted by Tr antl do not
necessarily have the same energy.
At sufficiently high SNRs, botl% ando? can be computed

the perfect clock. We can write, as:
N . —
ta = tatesa=-"2

7vLTJreA (2)

wheree 4 denotes the estimation error.

from the expression of the CRLB for time estimation given
by [16], [17]

1
p3?

CcT =



where p and 5% denote the SNR and the mean quadrati. The proposed algorithm

bandwidth of the transmitted signat {s also called effective Many empirical estimators for, 7 and~ can be proposed
bandwidth) respectively. For a signal occupying the wholgased on the equations established in Bgc. IIl. Howeveillit w
UWB band authorized by the US federal commission Qfyffice to investigate one estimator only as an example. The
communications (FCC) [1] (central frequencyto$5 GHz and  y5in goal is to compare the performances of an empirical
bandwidth of7.5 GHz so3 = 45.14 GHz) we have,/cr =7  gstimator with the performances of the optimal estimator

ps (resp0.7 ps) atp = 10 dB (resp.30 ps). considered in Se€.V.
From [8), we can generate the followidg — 1 estimates
IV. EMPIRICAL ALGORITHM ofa(n=1,---,N— 1)
In this section we propose an empirical algorithm for the R th il — the 1
estimation of the time delay and the clock offset and drift. Qn,1 = ﬁ (12)
We consider in Se€. IVJA the case where the estimation errors R R nT o _
ea in @) andée),,, in @) are null (i.ei andf), , correctly Letdi = (d11,---,ay-1,1)" with © denoting the transpose

estimated) and present in SEC_TV-B the proposed algorithn@Perator. By considering, as the observation carrying the in-
N h imal esti hould h , formation onc, the log-likelihood function for the estimation
ote that an optimal estimator should treat the entire avall¢ , can be written fromi(7) and(12) as:

able observation. Accordingly, #fy is known (resp. unknown)

by _Tr’ then a, ~ a_nc! T (resp.o_z ar_1d T) shoulc_j be joir_ltly As, = 1 (ﬂfﬁd )T2;1 (d1 — )
estimated by maximizing the likelihood function relative t - 2 =L 2 L
taandty |, th v (resp.tp .- th N)- where
.= oaly_
A. Error-free case Bs, N-1
Q - (wmv")m,nzl,---,Nfl

As mentioned above we assume here thain (@) andehn =&
in @) are null. denote the mean and the covariance matrixxpfwith 1, _,

To find « and r from (@), we need at least two equationst.)e'ng a vector ofV — 1 elements equal to one, and

So by takingN = 2 we can write 20% m=n
Wm,n = (571761)2
{ thy = tp+a2r+6) GoooG=ty MFEN
thp = tp+a2r+d) The MLE &; (w.rt. to the observationi;) of a consists

on maximizing the log-likelihood function\s,. The partial

so« and T can be expressed as € 1, 2): Lo )
@ T P €1L2) derivative ofA,i_1 Ww.I.t. @ can be written as:

thy oy — 1 T
o = R2TCRL (8) s, [ OHs4,
02 — 01 = = = Qfl(d—/ﬁ)
# t Oa Oa =1\ Ay
o Rn ~— "D O[(Sn 9
To= 9) =182 a — el g
Note thatr is also given by . Ohay . .
By equating—— to zero we can express, as:
52(59?,,1 - tlD) - 51(1?/12,2 - tlD> ) al
T = = = . a1 = — (13)
2(1512.2 - tR,l) A
. .. with
However, we prefer the expression [d (9) because it will be
used later in Se¢._TVB in the proposed algorithm. a’ = ﬁv_lg;j
If we assume thalt, is know by Tf, theny can be expressed A = 1% 907'1y .

from (@), (3) and[(¥) asr(= 1, 2):

We can see from(13) that; follows a normal distribution

y=th —ats—1) (10) with a mean and a variance respectively given by
= tA}\)yn — Oé(tAA + 5n + 7'). (11) QT,del
N’dl - A_ =
Hence, N = 2 is sufficient to obtain the exact values a0 a
of the unknown parameters in the error-free case. In the o2 = l (14)
presence of errorsV = 2 is also sufficient to perform the o A A

estimation; however, estimation performance can be ing@tovOur estimator is thus unbiased. We have consideredas
by increasing the number of observations. empirical becausé; is not necessarily a sufficient statistic.



From [9) and [(IB), we can generate the followidg A. CRLBs for the joint estimation of o and 7

estimates ofr (n =1,---, N): The CRLB for the estimation of a parameter gives the lowest

iy —thy — d16, variance achievable by an unbiased estimator. Denot& by
= (15) the expectation operator. The CRLBs afand 7 are [18]

the diagonal elements of the inverse of the Fisher inforonati
The variance of;, 1 is not the sam&n due to the terniv,6,  matrix (FIM) given by

(the variance ofy; is proportional tos%); we recall that the
variance ofi’, ,, is equal tooc} + 0%, Vn. From7, ; in (@5), F o= < faa  far >

Tn1 = 26,

we propose the following estimator of =X\ fra frr
. where
f =D (16) 7
N f E{82AX} aﬁi 718ﬁ£ f
9,9/ = — = Y4 = 0/,9
wheref; = (711, , 7 1)7. 0600’ | — 90" =X 00

From [11), [1B) and(16), we can generate the followig with ¢,0" € {«, 7} and
estimates ofy (n=1,--- , N):

Otx 271y 40 22
At = F — 6 (B + 60+ 7). (17) ga vt 2)
0
From#,; in (I7), we propose the following estimator of aii = 2aly. (23)
- 1
. 1%
A = J}fv_ (18) Hence,
. . R . foa = AT*B+4TD+F
where 41 = (§1,1,- - ,An.1)T. Another estimator can be 4B
directly proposed from{10) as: fre = da
R , oA R foa,‘r = 20&(27’3 + D) = f‘r,a
’ylgitD*Oél(tA*Tl). (19)
where
Note that the exact means and variances,of in (I5) and
N . N . . B — lT Q—ll
4n.1 in (A7) are not easy to express becafise is the ratio of Ny N
two random variables. However, the asymptotic statisties a D = 1707
possible to compute. Nevertheless, we did not calculate the _T :_51_
here for the sake of conciseness. o= 0000
V. CRLBS AND JOINTMLE The CRLBs ofa andr can respectively be expressed as:
In this section we derive the CRLBs for the joint estimation _ Jrr _ B (24)
of the time delay- and the clock driftv based on the estimated “ foafrr—f2, BF—D?
TORsz?’R,n in (8). We compute the joint MLE ofc andr and foa AP2B+ 47D+ F
propose two empirical estimators for the clock offset cr = Farr — f2 - 402(BF — D?) (25)
Let: '
We can show that, is a function ofa?%, N and the variance
X =1tp —tphly of §,, only. We can show as well that the tertm?B + 47D
, ., - o ) can be neglected in the expressionsfand thata can be
wheret = (g, -l )" . The log-likelihood function approximated byl so ¢, becomes a function of2, 0%, N

for the joint estimation ofx and 7 can be written from[{5)~ gnd the mean and the variancedqf

(@ as:
B. Joint MLE of « and 7

1 T
Ax = D) (K - EK) Qi (K - EK) The MLE (&2, 72) of (o, 7) consists on maximizing the log-
likelihood function Ax. Therefore,(a2,72) can be obtained

where by equating the partial derivatives afy to zero:

px = a(21ly +9) (20) OAx

Q = m,n — 21 Do a,7)=(&2,T2 -

Ly (Wi, )mm,l,m,N (21) oAx (e, 7)=(az, )_ (26)
respectively denote the mean and the covariance matrix of O |(q,7)=(G2,72)

1 P .. T
with 0 = (61 ---0n)* and where
2 2
_) oatogp m=n out
Wi = { 4 OMNx  Ex 0y
7a m# n. 50~ 90 2x (K ﬁ&)



with 6 € {a, 7}. Using [20)(ZB), we can write frond (P6): This result is very interesting because it shows thatis
efficient; it always achieves the CRLB.

2751y +0)T QM [X — G281y +0)] = 0 (27)
S . T_%l[ AQ( A2 N ] Unlike &7, 75 is biased and follows the distribution of the
200182 [X — 622721y +9)] = 0. (28) ratio of two correlated normal variables. The PDF7gfcan
By taking account of[{28)[T27) becomes: be computed by makiqg use of the w_o_rk in [19], [20] about
the ratio of normal variables. For sufficiently high SNRs,
QTQ; [X — G2(2721y + 0)] = 0. (29) Dbecomes, as can be observed frém (38) unbiased and follows

. . . a normal distribution with a variance given by:
After some manipulations, we can wrife {28) ahd](29) as: 9 y

A A ~ T T
C -2 B —aD = 0 (30) 2 (k -l )2£<E*Tl) B 41°B + 47D + F B
E —2657D — 65F = 0 @1 2" 4a2(BF - D22 4a%(BF — D?) ’(CT')
40
where This result is very interesting as well because it shows that
c = 1% 22 X is asymptotically efficient.
E = QTQQK- C. Empirical estimators of ~
By solving the equation system in{30) afd](31) we obtain the Assume now that the TOA4 is know by Tf. The joint
following expressions ofi, and7s: MLE of «, v and 7 consists in this case on maximizing the
BE —CD log-likelihood function corresponding o, and allé); ,,. This
Gy = BE_DZ QTK (32) estimator is not investigated in this paper. In this sulisect
T we propose two empirical estimators ofby making use of
Fy = CF - DE = kX (33) @2 and7, derived in the last subsection.

2(BE - CD T . . .
( ) X Similarly to the estimators if.(18) and {19), we propose the

where following two estimators:
T 7\ o-1
T _ (Bé B DlN) Q& . 159
g = BF — D2 Y21 = N_ (41)
K= (F1f - Dpo") o Yoo = tp— aa(fa — ). (42)
o= 2(ms - D1f) ey whereds = (112, fv.2)” with
In order to compute the statistics of our estimators we write Ang =g, — 2 (ta+ 0, + 72) .
X, using [®), in the expressions 6§ and 7, as:

VI. NUMERICAL RESULTS AND DISCUSSION
X=0a2rly+9d)+er (34)

, R . In this section we discuss some numerical results. The main
wherecg = aealy + (€g - -€p n)"; €r IS zero-mean and yyq goals are to evaluate our estimators and to study thedmpa
has the same covariance matrix &s Then, of some parameterssfy, oz, oy and N) on the achieved

G = g7 [a(2TlN 1) +6—R] —a +gT€_R (35) performances. Unfortunately, we cannot show all our result
- s due to the lack of space.

T —_———
P k" o271y +0) + ex] T 20(BF_D7] (35  Unless mentioned otherwise, we consider the following
Fla@rly +0) +er] 14 -Lten values in our simulationsz,,m = 20 ppm,y = 1 us, 7 = 100
+ aBF-D7 . ppm °
LT T ns (which corresponds to a distance of 30 ;),= og = 0.1
k' €er L €er — _ 4 s i _ néy
1_ R 37y Ns,on =1 ms, andN = 4; ¢, is given byd, = . In
T ] l 20(BF — DQ)]( ) M

Q

2a(BF — D?) our simulations the variances are obtained basethidmoise
(ET _ TLT) n samples.
~~ SN — 38 We denote by, 1, 0a 2, Or1, Or.2, O~y 11, O~ 12, O~ 21 @nd
T 2a(BF — D?) (38) Yo, 2 )1 120 O~,11, O~,12, O~,21

0,22 the standard deviations (Stds) obtained by simulation of
We have obtained (37) fronl (B6) by using the approximatiahe estimatorsy; in (I3), & in @2), 71 in [IG), 7 in @3), 11
(L+™ ~ 1+m¢ for § << 1, and [38) from [(37) by in A8), 412 in (@9), 421 in @) and9z in @2), respectively,
neglecting the noise product (i.e. the noise of second prdeby £, the Std ofa; (square root of? in (I4)), and by
We can see form(35) that, is unbiased and follows a a2 @nd .o the square roots of the CRLBs, in (24) and

normal distribution with a variance given by: ¢, in (28), respectively.
) B In Figs [2(@F2Z(l) we show the Stds for drift, offset and gela

g

[0

_ T _ _ LY . .
a9 Ex 9T gp_p2~ Co (39)  estimation, respectively, w.rt.,, or, 65 andN, respectively.



A. Impact of o4

Fig.[2(@) shows thati; and a, achieve the same perfor-
mance; they both achieve the CRLB which is independent of
o4. The variance of an unbiased estimator can never be low&l
than the CRLB. However,, 1, 0, 2> are sometimes lower than
Ka,2 because they are obtained by simulation. Fig.]2(b) shows
that4; and4, approximately achieve the same performance3] —— “Final report from CEPT in response to EC mandates loa
The achieved variances increase with. Fig.[2(C) shows that
71 and7, approximately achieve the same performance. They;

both achieve the CRLB that increases with.

B. Impact of o

For the estimation of, andr, we observe in Fig$. 2(e) and
the same results discussed in Sec._VI-A. However, the
variance achieved by the estimatorscoincreases now with

or as can be observed in F{g.2(d).

C. Impact of dy

The variance achieved by the estimatorsoflecreases as
dn increases as can be seen in fig. [2(g). This result can

expected from[{12).

Fig.[2(h) shows that the variances achieved by the estimatgp,
of v decrease a§y increases, then increase to reach a given
ceil. The convergence to a constant value is due to the f
that the lowest variance achieved by an estimatoy ehould
be a function ofo 4, cr and N. However, to understand the
non-monotonous behavior of the achieved variance we need a

closed-form expression of the variance or the CRLB.

We can see in Fid. 2(i) that the variances achieved by thg;
estimators of- decrease a&y increases until they converge to
a constant value. This result is expected like for the egtima [14]

of ~.

D. Impact of N

We can observe in Figs. 2()=3(I) that the variances ackiieve
by the estimators ofv, v and = decrease asV increases; 17]
in fact, by increasingV we increase the total SNR becausg

th 15+, T v are independent.

VIl. CONCLUSION

We have considered the joint estimation of the time delay
between two transceivers and the offset and the drift {20]
an imperfect clock. We have proposed a protocol for the
synchronization of the transceivers. We have proposed some
empirical estimators for the delay, the offset and the drift
Also, we have derived the CRLBs and the joint MLE of
the delay and the drift. We have studied the impact of the
parameters of the protocol and the TOA estimation variance
on the achieved performances. Some theoretical results are

validated by simulation.
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