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_ Abstract—This paper studies the sum throughput maximiza- from updating their crypto keys. Finally, minimizing thensu
tion of the return-link in multi-beam satellite systems. Cn- weighted waiting time, [13] designs a return-link schedbig

sidering bursty communication scenarios with different ugrs’ i ar it it
v - - considering the data acquisition and synchronization.
data request probabilities, we develop an efficient scheding 9 q y

scheme using genetic algorithms (GAs). Moreover, we consid In this paper we elaborate on the performance of schedul-
co-channel interference (CCI) and adjacent channel integrence ing in the return-link of a multi-beam satellite system. The

(ACI). We consider a receiver with and without interference problem is cast in the form of system sum-throughput opti-

cancelation. Using a simplified channel model, we evaluate mization. Bursty communication is considered at the teatsin

the proposed scheduler in a multi-beam system. The proposed . : -
GA-based scheduler approaches the throughput of an optimal Resources are divided into time-frequency slots or frequen

scheduler based on exhaustive search with substantially gs {ime quanta (FTQ). At each time slot each user requests a
implementation complexity. transmission slot on a certain carrier (FTQ) with a certain

probability. Both CCl and ACI are taken into account. We aim
. INTRODUCTION at maximizing the sum throughput of the system in different
The next generation of communication networks must prgeenarios considering a receiver operating with and withou
vide data streams for everyone everywhere at any time. 3accessive interference cancellation. We develop an asffici
address the demands, the combination of different teckesiqgcheduling scheme based on genetic algorithms (GAs). With
are considered among which satellite communication can pline proposed GA-based scheduler, the appropriate data re-
a major role [1]-[7]. Particularly, multi-beam satellitgstems questing users are selected and the available time-freguen
are efficient ways to increase the satellite capacity bysiegu units are dynamically distributed between the users suah th
the available bandwidth among the beams. However, as the network sum throughput is maximized. A simplified chan-
satellite is designed to serve a large number of users wiiBl model is considered and information-theoretical cipac
different data request probabilities, it is essential toedi@ formulas are used to evaluate the system throughput. Adhou
efficient scheduling schemes with affordable implemeatati as often the case in literature, simplified assumptions are
complexity [8]-[13]. The problem becomes more importarfonsidered, the results we obtained help to get an insight in
when we remember that, as discussed in e.g. [6], [10], tife problem, pointing out promising paths towards prattica
return-link multi-beam system is subject to co-channetiint implementations. Furthermore, the algorithmic approased
ference (CCl) and adjacent channel interference (ACI) Wwhion GAs is quite general, in the sense that it can adapt to
may lead to severe performance degradation, if they are miifferent scenarios and channel models. The present work
handled appropriately. can be considered as a first step towards the development of
The scheduler-based data transmission of the return-ligicient scheduling algorithms for the return link of mullti
of a multi-beam system is studied in different works. Fdfeam satellite systems.
instance, considering different types of receivers, [8d&S  Qur results indicate that 1) the proposed GA-based sched-
the bit-error-rate of the networks UtlllZlng schedulerd anyler reaches (a|m05t) the same performance as in the opti_
interference cancellation. Implementing graph theory stk ma| exhaustive search-based scheduler, with substagrigal
cessive interference cancellation, [9] introduces a lownco implementation complexity. 2) The successive interfeeenc
plexity heuristic algorithm for the user scheduling. Al§p0] cancellation leads to substantial throughput improvesent
develops a scheduling scheme based on the bipartite grghticularly when the users’ data request probability a th
approach and [11] introduces a joint power/resource ailoga signal-to-noise ratio (SNR) increases. Finally, 3) the sum
method for the code division multiple access (CDMA)-baseafiroughput/network diversity increases with the usersada
satellite return-link. Then, assuming bursty user adtves, request probability.
[12] proposes a scheduling algorithm for key broadcasting e problem setup of the paper is different from, e.g.,
to minimize the number of mobile users that are prevent?gij_[w], because we consider bursty users’ data requests,
978-1-4799-5863-4/14/$31.06)2014 IEEE the CCI and the ACI as well as the cases with/without



interference cancellation. Moreover, we propose a GA-base « H; contains the channel coefficients which bring informa-
scheduler that, up to our knowledge, has not been presented tion on the frequency carriers, and so, on the inter-carrier
before. Finally, it is interesting to note that, while theppa interference contributions (ACI).

concentrates on the return-link of multi-beam satellitetems, o Hs consists of the channel coefficients which bring in-
the developed scheduler could also be applied in the context formation on the spatial separation of the users, e.g.,
of bursty multiuser multiple-input-multiple-output (MI®I) on the satellite beam antenna gains on the inter-beam
terrestrial wireless networks. interference (CCI).

The remainder of the paper is organized as follows. In e Hg contains the channel coefficients which carries infor-
Section 1l, the system model is presented. The proposed GA- mation about the atmospheric attenuation and the rain
based scheduler is proposed in section lll. In Section IV we fading.
present simulation results and investigate the effectfédreint To generateHg, we consider the atmospheric attenuation
parameters on the throughput. The conclusions are presernifd the rain fading for each user and generate the correspond
in Section V. ing coefficientR;,j = 1,...,br. Then,Hg is found as

II. SYSTEM MODEL Hr = 1,41 ®R, 3

We consider the return link of a multi beam satellite system

with b beams. We assume that the bandwidth is divided in%here@ s_tands for the Kr_onecker produ, = [R; ... Ry
sub-bands (ocarriers) and time within each carrier is slotted and Ly, 'S.thel.‘ X v matrix of ones. . .

We refer to a time-frequency slot as frequency-time-quantu The matrixHy is related to the .ACI which exists bgtyveen the
(FTQ). For simplicity, we assume all beams to employ th arriers ofabeam._ In the following, we use a simplified model
same type of FTQs over time, and that in each time slot o %rt_he A_CI’ assuming that the powert_ransf_er between adjace
user can be assigned to one FTQ 8nly carriers is proportional to the interfering signal throwmlo-

In each FTQ of each beam, the satellite gateway recei\fé@dem that is the same across beams and carriers. Fgrmall

the useful signal coming from the scheduled user togethtbr wi'e define the matri; of sizer x r and we have
the interfering signal_s. The interfer_ing FTQs may be on the Hi = 1y« @ Hy. (4)
same frequency carriers on the neighbouring beams (CCI) or
on neighbouring frequency carriers in the same beam (ACH\S an example, setting = 2 we have
Assumer FTQs in each beam, i.ehr FTQs in total. Also, _ 1 K

. . - . 1,2
we consider a maximum oV > br users in the network, Hi = |:h2 . 1 } .
where each user may request for new data with probability o
a. Also, in each time slot, the satellite is supposed to serV¥diat is, the diagonal elements Bf; are set to 1 and the off-
as many users as possible. For now, let us assumebthatdiagonal elements represent the ACI values (for instahge,
users are served in a time slot, while we will later study thie associated to the interference caused by carrier 1 téecarr
system performance for different numbers of served users.2).
this way, servingr users in time slot, the signal received at  Finally, Hs contains the coefficients which are related to the

®)

the gateway can be represented as users/beams and is carrier-independent. It is built saftom
the matrixHs , of sizeb x br, which describes the channel
y(t) = H{Ox(®) +2(t), @) between each user and each beam. Thus, we have
brx1 - . . . . _
wherez(t) € CN’ is the additive white Gaussian noise, He=H.® 1., ©6)

X(t) € C’*! denotes the transmitted signal in time sland
y(t) € C'"*1 is the corresponding received signal. Moreoveand the total channel matrix is given by (2), as stated before
H(t) € C"*"" represents the inter-FTQ interference complex In Sections Il and IV, we develop the GA-based scheduling
channel matrix. To simplify the presentation, in the follogy technique and evaluate the performance of the return-link
we drop the time index. Note that the coefficients of themulti-beam satellite systems assuming a channel matrix as
matrix H represent the FTQs in all beams and their mututie one in expression (2). Moreover, we evaluate the system
interference. Specifically, each FTQ specifies a columhl of performance for different users’ data request probaédiind

To model different aspects of the channel, we defineHhe interference. Finally, note that, while we present the $ation
matrix as the Hadamard product of thrigex br matrices results obtained for the channel model (2), the proposed

algorithm can be applied to different channel models.
H:HfOHSOHR. (2)

Here,o denotes the Hadamard product and Il THROUGHPUTANALYSIS

Considering a maximum ofV users, the network sum
LA similar approach consisting in dividing the available ieandwidth in throughput is defined as:
time-frequency allocation units is adopted in the standscbnd generation
of Digital Video Broadcasting-Return Channel via Satel(DVB-RCS2). _ Pr(FI™ TN
. ; : : = r(H")R(H"). 7
2Indeed, adaptive scaling of the users’ time-frequency uess is an K Z ( ) ( ) )
interesting extension of the paper. VH"



Here, Pr(H") is the probability of scheduling a subset< on the maximum number of users and the users’ data request
N, of the users, leading to channel mati”. Note that, probability, may be quite large, making exhaustive seah n
H" is a br x br matrix while, as seen in the following, thepractically implementable (for example, setting= 0.5, N =
channel coefficients associated with non-selected FTQs af®,b = 20 andr = 2, the number of possible trials in each
set to zero ifn < br. R(H™) is throughput obtained whentime slot of the exhaustive search is of the orde of 10%).
the specific subset of users leading to channel maiixis Therefore, we need to design efficient scheduling algosthm
scheduled. Moreover, the summation is on all possible atlanto find the (sub)optimal resource allocation [8]—[13].
realizations. Moreover, with the data request probabilitipr In this paper, we propose a GA-based scheduler as ex-
each user, we have plained in Algorithm 1. The algorithm works as follows. Star
. " Nen the algorithm by selectind/ possible channel assignments.
Pr(H") = o™(1 — )" (8) Each channel assignment corresponds to a selected set of
Also, the probability that, independently of the users'iges, USers/FTQs. In each iteration, we determine the best matrix
n users request for data transmission (and the rest remtgferred to as theueen, that leads to the highest throughput,

silent) is given by compared to the other considered matrices. Then, we keep the
~ gueen for the next iteration and create< M matrices around
N G . . . . oge .
Pr(n) = ( )an(l —q)N-n 9) the queen. This is achieved by applying small modifications
n into the queen (for instance, by changing the FTQ assigrsnent

pf two users in the queen or by replacing one user with
of different subsets of elements obtainable from a set of another user in the set of users associated with the queen).

With br FTQs, all the requesting users are scheduled I\|+0te that ifn > br all available FTQs are utilized for data
n < br ie thé number of data requesting users is |e£r§nsmission and the data transmission is based on the first

than the number of available FTQs. However, to maximize t ;t (t)f the algtqnthm. OtheIrW|s<tar,] " tghbr, "eB thef r'1:L11_mber
throughput, the available FTQs should be properly allatat atarequesting users 1S [ess than the numuer o QS some
to the users such that the impact of CCIl and ACI is minimiz TQs remain unused and their corresponding coefficients in

and the network throughput is maximized. On the other ha )-(6) are set to zero; this case corresponds to the second

if n > br users request for data transmission, the schedufé't of the algorithm. Finally, in each iteratioll — J — 1

selects théest br Users out ofv. such that the sum throughputsets of users/FTQs assignments are selected randomly end th
is maximized. That is. with < br (resp.n > br) users the iterations continue forVi; times considered by the designer.

scheduler is designed for the best FTQ allocation (resp. tﬁ nning all considered iterations, the queen 1 returnﬁdeas
best user and FTQ selection). scheduling rule of the current network realization. The sum

Considering the cases with and without successive imerfél?roughput is calculated by averaging on the achievabiesrat

ence cancellation and for a given power per FTQ, we can JREEr many _channel realizations. . .
9 b P Q Considering the proposed GA-based algorithm, it is inter-

he resul n the MIM .g.[7], [14 Wi )
the results on the O setups, e.g. [7], [14], to write esting to note that:

R(I:In)IC _ 1 log det (Ibr + PKﬂn(ﬂn)h) (10) 1) The algorithm is quite general, in the sense that_it can
K adapt to different channel models and can be imple-
and mented in different network configurations.

where(7) is the binomial coefficient, which gives the numbe

L pin 2) As opposed to the exhaustive search-based algorithms,
R(A™)IC — = Zlog (1 + %)7 (11) the proposed algorithm implied/ Nj; trials of channel
K i=1 PZ]’#'L’ 9t assignments which, depending on the considered param-

eter settings, can be considerably lower than in the case of

denotes the transmission power normalized to the path loss €Xhaustive search while achieving relatively good results
(which, as the noise variance is set to 1, represents the (S€€ Section |V on numerical results). _
SNR at the receiver whep;; = 1). Also, ()" denotes the 3) The algorithm is presented for the buffer-limited condi-

Hermitian transposd,, is then x n identity channel matrix, tions. However, it is easy to extend the algorithm to the
a;; is the element(i,j) of the matrix A and we define buffer-aided scenarios where the unscheduled users are
1,] )

o |iL” 12,Vi, j kept for the next time slots and the users are prioritized
9i5 = M 5175V, J-

In this perspective, the scheduling problem is simplified to ?_ise‘éznt') e.g(.j, tk:elr QEe“e lengths. | idered
find the optimal configuration, in terms of sum throughput, of ) | € -based agorl;t] ms areHcommon y considere ﬁs
the matrixH™ in each time slot. Using exhaustive search to slow optimization schemes. However, as seen in the

find the optimal matrix configuration, the expected number of following, the proposeq algorithm Ie_ads to nearly the
ials is of order(’)(ZN Pr(n) max(mbr)[) which. dependin same results as the optimal (exhaustive-search) scheduler
n=1 min(n,br)! - dep 9 with a relatively small number of iterations.

3 . . _ 5) Due to steps Vll.a and V.b of the algorithm, wheve—

Equations (10) and (11) represent the ultimate system ipeaioce with J—1 d h | . hecked i h
perfect and no interference cancellation and, thus, treigfiput in the cases J — 1 random channel assignments are checked In eac
with imperfect interference cancellation schemes will bdétween. iteration, the proposed GA-based algorithm mimics the

respectively, where is the frequency reuse factor arfd



exhaustive search iVy — oo and it reaches the globally
Algorithm 1 GA-based Scheduling Algorithm optimal scheduling rule if infinitely many interations are
considered. That is, the proposed scheduler is optimal
when the number of iterations increases asymptotically.

Further performance analysis of the developed algorithm is
presented in Section IV.

In each time slot withn, data requesting users, do the follow-
ings:
o If n > br (joint user and FTQ selection)
l.a ConsiderM, e.g., M = 20, ordered sets obr
users/FTQs and for each ordered set follow the same IV. SIMULATION RESULTS

procedure as in (2)'(6).t0 create t.he Acslabr:nel matrix; For the simulation results, we sat = 1. Also, we consider
consequently, M associated matricebl"" ", m =

a maximum of N = 100 users where, in different time slots,
L..., M, are created. each user may request for data transmission with probgabilit
[l.La For each matrixH™" m = 1...,M, use (10) y req b

(resp. (11)) to determine the throughp@Er™ ") a. Also, the results are obtained for= 20 beams and = 2

for the cases with interference cancellation (resp'):.TQS per beam, i.e., a total db FTQs. Withr = 2, the

. . . matrix (4) is set to
without interference cancellation).
lll.a Find the matrix which rfasults in the higbest through- H — 1 p (12)
put (the queen), i.e. """ where R(H™") < Tl o1

°ri,br _
Va gﬁggﬁi* L. M. yvhereﬂ <lisa simulqtion pgramete_r representing the mutual
Va GenerateJ < M, eg.J = 5 matrices interference of the nelghbqnng carriers (se.e (4)-(5)pcHp
Fubrnew ;1 J arouh dfilbr Tr;ese matric caII_y,ﬁ represents the fractl_on of_powerthat is tra}nsferred from
’ ,ted7 by small changes in the quegnglvgq carrier to each of its neighbouring carriers. Alsw, _f
?oersir?srte;ngceenet;a chanaing the order of the users Sirhplicity, we setHr = 1, x5 and each element of the matrix
the queen ('FTyQ selegctic?n) or by replacing a uself_:ls follows CA(0,1). The throughput is e>_<pressed in nats-
with another user in the ordered set of users/FT Ser-channel—use (npc‘t_J)Notg that, along with the presented
associated with the queen. esults, we have gl;o investigated a wider range of paramete
Via FU+Lbr o fribrnew i1 ] and channel conditions, but because the performances s tho
Vila Regenerate the rer’naininé métricgi@‘”,j g4 cases ha\_/e followed the same trends as the ones shown, we
2,... M randomly with the same procedure as ir§1ave not_lncluded those r_esults for a matt_er of _space. _
S’tep ’I.a. Iq {ill figures, except F|g._2b, t.he algo_rlthm is run with a
Vil.a Go to Il.a and continue the procedure fok; itera- sufﬁueqtly large num_ber of |terat|on§ until no further fmae
tions wherel;; is the number of iterations considered 21°¢ |mprovem¢nt 'S observed_ by Increasing the number of
by the designer iterations. Then, in Fig. 2b we |nvest|gate_ the performance
] o of the proposed GA-based scheduler for different numbers of
o €lseif n < br (FTQ selection) iterations.
Ib Consider M, e.g., M = 20, ordered sets of Considering the cases with and without interference cancel
n users/FTQs to createl/ associated matrices|ation, Figs. 1a and 1b show the system throughput versus the
H"™' m = 1..., M. Here, the main point is that SNR. Here, the results are obtained for different usersa dat

the channel coefficients associated with all nonequest probabilities. Also, in Fig. 1a we consider differe

selected FTQs are set to zero. values of the interference parameterWe observe that when
Il.b Follow the same procedure as in Steps Il.a-IV.a gfnplementing an ideal successive interference canaatiatihe
the case withn > br. same throughput is obtained for different values3ofn Fig.
lILb Generate / < M, eg. J = 5, matrices 2awe evaluate the effect of the ACI/CCI, and show the system
Hbrnew j —1,...,J aroundH"". These matri- throughput for different values of the interference pareme

ces are generated with the same procedure as in Stef (12). The plots were obtained for a value of the transmit
V.a while the derived matrices should satify the samgower P equal to9 dB. The throughput shown is obtained for
conditions as in I.b. the case with no interference cancellation. Moreover, Eixy.
Vb HITLT  HIO-Me G =1, verifies the convergence of the proposed GA-based scheduler
V.b Regenerate the remaining matridd$"", j = J +  for the cases with and without interference cancellatioere]
2,..., M randomly with the same procedure as iRye setA/ = 20,.J = 5, P = 9dB, 8 = 0.5, K = 1 and plot

Step I.b. . . the relative achievable throughpit = 2%, whereny, is
VI.b Go to Il.b and continue the procedure fof; inter- <
ations. “4In the information theory, nats is the unit of informatiorsasiated with

Return the queen as the scheduling rule of the current tirthe natural logarithms [15, Chapter 1]. The results of theréig can be easily
mapped to the bit-per-channel-use (bpcu) scale if the g-akihe figures are

slot. scaled bylog, e. Moreover, the results represent the throughput in nats-pe
second/hertz (npsh), if each channel use is associatedavtithe-frequency
unit.




=
a

=Y
o

Subplot: (a)
50

Throughput (npcu)

0 5 10 15

cancellation, N = 100, P05

o1
o
S
I
)
=
=
I
)
v
v
A
il
'
—
v
.
'
'
:

7

=

g

£653

5 ---0=0.8
2 67 Without interference —a=05
)

=

o

e

=

al

/ U™ qubplot: (b)
‘ ‘ | 15

0 ) 10
Transmission SNR 1OI99P (dB)

Figure 1. The network sum throughput versus the SNRog,, P dB, N =

5.5
5 S aaeeaeet a
o’ ----------
=45 —~-P=13 dB|
é -u-P=-3 dB
5 4
a K
o R
S35
o o
= 0
~ 317 ‘0’
o No interference cancellation,
25 N =100,b=20,r=2,4=0.5
6.2 0.3 0.8

04 05 06 07
Users data request probabiléy
Figure 3. The network sum throughput for different valuestttd users’

data request probabilityr. The results are presented for the cases without
interference cancellation and= 2,b = 20, N = 100, 8 = 0.5.

the throughput achieved withvi; number of iterations. Also,

N~ denotes the maximum achievable throughput with asymp-
totically high number of iterations of the algorithm, which

is the same as the throughput of the exhaustive search-based
scheduler. Finally, considering the cases without interfee

100,b = 20,7 = 2. In subplot (a) the results are obtained with successi@ancellation, Fig. 3 shows the system throughput for dsffier

interference cancellation, respectively, and are indégenof the interference
factor 5. In subplot (b) the throughput is presented for the casesowith
interference cancellation.

Sl
.
:5-
e
B
L]
B
L]
.

a
Q
1l
o
[61]

| N =100, r=2, b=20, P=9dB 7 o

\\

Subplot: (a)

Throughput (npcu)
N

N

0 01 02 03 04 05 06 07
Interference factof}

%

42100 a

” —0=0.5
4 90

: ™ ---0=0.8
= With interference

5 80r cancellation

= 70 Fithout interference Subplot:(b)
£ cancellation

Z 60|

E ' P=9dB, 3=0.5, K=1
30 100 200 300 400 500 600

Number of iterations Ilt\l

Figure 2. Subplot (a): The network sum throughput for défervalues of the
interference parametgt, no interference cancellatiodN = 100, b = 20, r =
2, P = 9 dB. Subplot (b): The relative achievable throughguit= Z,N“ %
versus the number of iterations in the proposed scheduliggrimm.oql'he
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andM =20,K =1,8=0.5,P =9 dB.

users’ data request probabilities afid= 0.5.
According to the figures, we observe the following:

« On the effect of the ACI/CCI: The neighboring carriers
mutual interference, modeled by the parameéieplays
an important role on the throughput, and the throughput
decreases withs, if successive interference cancellation
is not utilized (Figs. 1b and 2a). On the other hand, in
the optimal case, the ACI is omitted and the system
performance is insensitive to the parameferwhen
perfect successive interference cancellation is usedéy th
receiver (Fig. 1a). That is, with interference cancellatio
the same throughput is achieved for different valueg of
(Fig. 1a). Finally, the effect of the neighboring carriers
mutual interference increases with the users’ data request
probability.

« On the performance of the proposed scheduler: As seen
in Fig. 2b, the developed scheduler leads to (almost) the
same performance as the exhaustive search-based sched-
uler with very limited number of iterations. Moreover,
compared to the cases without interference cancellation,
substantially better convergence rate is observed when
the interference cancellation is utilized. For instancigh w
interference cancellation, the proposed algorithm resache
more than95% of the maximum achievable throughput
with less thanl0 iterations (Fig. 2b). Also80% of the
maximum achievable throughput is reached with less than
70 iterations if the successive interference cancellation
is not utilized; this is much less than the number of
iterations required for exhaustive search. The proposed
algorithm converges quite fast compared to the exhaus-
tive search in the considered scenario. We also observe



that the system performance improves with the number ACKNOWLEDGEMENT
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Finally, the proposed algorithm reaches the maximum aehiev
able throughput with relatively few iterations, which is of
paramount importance from a practical implementation {poin
of view.
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