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~ Abstract—The advent of 5G networking technologies has ~ While computation offloading to a resource strong cloud
increased the expectations from mobile devices, in that, me seems like the natural solution to the resource crunch at
sophisticated, computationally intense applications arexpected e mopjle device level, it is essential to take into account
to be delivered on the mobile device which are themselves gjeg th iated data t ! fer that t tak I bet
smaller and sleeker. This predicates a need for offloading oo- € associaie dla transier thal must take place belween
putationally intense parts of the applications to a resoure strong the components that are executed in the cloud and their
cloud. Parallely, in the wireless networking world, the trend ~counterparts in the mobile device. Given the already irsinep

has shifted to multi-radio (as opposed to multi-channel) enabled demands on the wireless backbone caused by the promise of
communications. In this paper, we provide a comprehensive gg networking, this means thabmputation offloading must

computation offloading solution that uses the multiple radio links : . . . .
available for associated data transfer, optimally. Our cotribu- be viewed in the context of the already increasing mobile

tions include: a comprehensive model for the energy consumipn ~ traffic. Hence it would be prudent toptimally use all of
from the perspective of the mobile device; the formulation 6the the radio interfaces (like WiFi, 3G, HSPA, and LTE), as
joint optimization problem to minimize the energy consumedas appropriate, that are available in the multi-radio equibpe
well as allocating the associated data transfer optimallyttrough  ,5pile devices of today.

the available radio links and an iterative algorithm that converges In thi lution that optimally decid
to a locally optimal solution. Simulations on an HTC phone, n this paper, we propose a solution that optumally deciaes

running a 14-component application and using the Amazon EC2 Which components of an application to offload and which to
as the cloud, show that the solution obtained through the itative =~ execute locallywhile simultaneously optimizing the percent-

algorithm consumes only 3% more energy than the optimal age of data (associated with this offloading) to be sent vidnea
solution (obtained via exhaustive search). radio interface Given recent advances in technologies that
enable bandwidth aggregation in wireless devices [18]] [19
our solution is implementable in practice. To the best of our
The “anywhere, anytime” promise of 5G networking haknowledge, this is the first such solution that approachmsxl
created a large demand for more sophisticated applicatiafioading for multi-radio enabled devices. Other worksttha
on energy constrained mobile devicés [1], leading to a hugsl under general umbrella of the radio-aware computation
increase in computational demand on the end devicks [8ffloading includel[11], where the best of the available Veiss
Meanwhile, the promise of 5G networking has also seenimterfaces is chosen (only one of the wireless interfaces) f
surge in mobile device generated web traffic. In the year 20#ata transfer, rather than a solution that considers udirgf a
alone mobile web traffic increased by 70% and is expectedttee radio interfaces simultaneously. [n]17] a cloud offiogd
grow up to 13 times by 2017. One solution to this problemcheduling mechanism is proposed for queue stability,Hist t
is to offload computations to the more resource strong clowwrk only deals with multi-channel systems, not multi-adi
infrastructure([3]-+[5]. networks. Etime[[B] is an “everything on the cloud” offloagin
The term cloud offloading can mean either data flow otrategy, which adapts to the condition of the wireless, lmk
floading in networking applications|[6],][7] or offloadingre  this work does not consider multiple interfaces.
putation intense processes on to the cloud. In this paper, wén this paper, we develop a comprehensive model for the
refer to the latter. Cloud offloading can be classified inte¢h energy consumed by the mobile device, including energy
categories: (a) those that always offload to the cloud [8]; (expended in communicating relevant data between the cloud
“all or nothing offloading” where either the entire applicet and the device. We set up the computation offloading problem
is offloaded to the cloud or executed locally, typically gsinas a joint optimization to minimize the energy consumed
an energy threshold to decide between offloading and rmt the device while at the same time maximizing the radio
[Ql, [1Q]; and (c) piecewise decisions, where some parts ai@sources available to the device, under two constraihfshé
executed locally while the others are offloaded to the cloudtal run time deadline of the application and (2) the maximu
[11]-[214]. The third category offers the most flexibility rfo flow rate constraint on the radio resources. Since this opgim
trade-offs, and can be done either at the coarse compontan problem is non-linear and hence computationally iaégn
level [11], [15], [16] or at finer, method [13] or instructionwe also propose an iterative algorithm that converges to a
levels [17]. local optimum. Simulations show that the proposed iteeativ
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Table |
PARAMETER DEFINITIONS.

Parameters Definitions
M Number of components in the application.
K Number of radio interfaces in the system modgl.
P (4) Power consumed by the mobile device wher| it
is actively processing component
Pi(dm) Power consumed by the mobile in the idle mode.
P]ETX) (P]ERX)) Transmit (Received) power consumed by the
mobile device at radio interfack .
-rz.("‘) (ch)) Time to process componenin mobile (cloud).
-rz.(;"lf) (TZ.(].CI]:)) Time to transfer data required by compongnt
active component () ’ ’ to mobile (cloud) from componeritin the cloud
idle comporent (" (mobile), using radio interfacé.
TZ.(C""‘) Time to transfer necessary data between the
Figure 1. An example of application offloading to the cloudl.this figure, cloud and mobile, to execute componeént
the dots represent components of the application. Theret asemponents o Component dependency indicator: 1 if compo-
in this application. Components 1,2, 4, and 6 run on the éewchereas nent: must be processed before j, 0 otherwige.
components 3 and 5 are executed in the cloud. Two radio lirksweailable I; Processing place indicator: 1 if component
to the mobile device for offloading components to the cloud #re diagram processed on cloud, O if processed on mobile.
shows the ratio of data that is sent via each radio interfibe.terms active Vi k Percentage of data upload using radio interface
(idle) components refers to the components that are exgatenot) in that : k, for execution of componentin the cloud.
particular entity, mobile device or the cloud. Yik Radio receiving indicator: 1 if transferred data pf
component is received at radi@, O otherwise.
dij Data size required by componeptfrom s.
; : ; Rid) (R;‘l)) Downlink (Uplink) service rate for radié.
a_Igo_n_thm performs very close to the optimal solution for a n Demand Tate Tor radio Tierfade
significant reduction in complexity. E; Total energy consumed by the mobile device|to
run component.
Il. SYSTEM MODEL Eim) (E}C)) Energy consumed by the mobile device to riin
id bile devi ithC radio i f . component in the mobile (cloud).
Consi Fi'l’ a mc_) lle aevice .WI i ra IQ Interfaces, running Ei(com) Energy consumed by the mobile for data transfer
computationally intense applications witli components (See of component between cloud and mobile.

Fig. 1, with an example wher& = 2 and M = 6). Any
given component may require data from the other compone

nts

to complete execution. This data dependency is determined
based on the corresponding application call graph (dep&®mponent: locally, in the mobile device, is expressed as
dency matrix). In this example, the optimal offloading sigpt Ei(m) =(1- Ii)Paén) (Z')Tl-(m). If the component is executed
stipulates that Components 1, 2, 4 and 6 be executed in teenotely, then the mobile will only spend the idle power
mobile device, and Components 3 and 5 be offloaded to tfee the duration of this execution. Hence, the energy con-
cloud. In Fig. 1, Component 3 requirds; units of data from sumed by the mobile when components being remotely
Component 2 to complete execution. In this example, 608kecuted, is given byE!” = I,Pqr®. E™ comes
(2,1 = 0.6) of this data is sent through the Radio Interfaceifto play when either the component immediately preceding
(WiFi, say), and 40%f » = 0.4) through Interface 2 (LTE) the component, or immediately succeeding component

to give us the most performance efficient offloading strateg¥ executed in the other entit;Efcom) can be written as

Once Component 3 and 5 have finished execution, the dat

needed by Component 6 from Componentdgs] must be

sent to the mobile device via one of the radio interfaces (f%r the en
example in Fig. 1 is WiFi). We assume that only one radio

K

interface is used for data receptioh | v; » = 1), leaving the
k=1

optimization of radio resource allocation for the downl

future work. Also, we assume that the energy consumption, , — 1;(1 — I,)y; . Prgr ™)

E%"‘“) -

M K

i Z Z (Ofijeij,k +Oéji€ji,k)i Whereé‘ijyk (Or aji,k)

j=1k=1
ergy consumed in transferring data from component
1 (j) to component;j (i) using radio interfacek, when

component (j) is executed immediately before component

and the time required to transfer data within components tha -

are executing in the same entity (whether cloud or mobile)

negligible in comparison to when the data must be trangderre ”"

ik j (i). They can be written as follows:

ij,k

ji,k

ji,

+ (1= L) Ly P00
@

k= L1 = L)k Pty + (1= L)L PEITS.

()

between entities. We also assume that the components of @ first terms on the RHS of equatiofis (1) afid (2) represent
application are executed in a predetermined mannér [13], [1the idle powers consumed when the relevant component is

This is not an unreasonable assumption as the compilentysugl,; executed in the cloud, and second terms represent the
pre(:]etermlnes this order& d h S energy consumed in transmitting or receiving the relevata.d

g T e’b pgrameteg;s neeae tod slethup the opt|m|zat|or(lj Ffe time needed to transfer data in the downlink communi-
escribed in Table 1. We model the energy consumed Ryiion (cloud to mobile) and uplink communication (mobile

the mobile device in running application componentas . (cm) di; (mc) i
B, — E»(m) N E(C) " E.(C()m), WhereE.(m), E(C) and E.(C0m) to C|0Ud) are given byrij,k R(;) and Tij,k REC“)
are all defined in Table I. The energy consumed to executspectively, wheré%,(cd) andR,(c“) are the downlink and uplink



rates respectively, on radio interfaged;; is the size of the data that needs to be transferred, and is expressed as
data that must be transferred from componettt ;. M

K

i e <1 Vi. 7

I1l. ENERGY EFFICIENT AND RADIO RESOURCE Z; g 1; ik = 5 ! 0
OPTIMIZED OFFLOADING T B
A. Problem Formulation B. Proposed Solution

In this section, we formulate an optimization problem to The objective function of the optimization problem is rep-
minimize the total energy consumed by the mobile uségsented in Eq.[{3) with the constraints in Eqa$ (&), (6),
in executing a given application under total execution tim@nd [7). The objective function and the constraint in Eg. (6)
constraints. Specifically, we will formulate an optimizati involve product terms of two non-negative variables, thgre
problem that will determine which components should b@rming a nonlinear convex function. Thus, the problem can
executed where (in the device or cloud) and what percentagd¢ solved using MIP (Mixed Integer Programming) using
data should be allocated to each radio link for necessaighupl Lagrangian multipliersi, (x, ¢, Vi, k. The Lagrangianf =
data transfer. This minimization is subject to the followin L (v I, , ¢, @), is expressed as
constraints: deadline on the execution time of the apjdinat M M
flow rate control on each radio link used for computation L = " E;(v;;, L;) + x>, (Ti(Li,Vik) — Treq)+
offloading; and the total value of data percentage allocated ' i=1

=1
to the radio interfaces for each offloaded component. The f: <k(§{: % i (1 — L)Ly gry, — Rl(cu)))+
optimization problem is mathematically formulated as k=1 i=1j=1 (8)
M M M s K
min £ 2 S B, 3) > bi( X i 3 vip — 1)
v, I . i=1 Jj=1 k=1
=1 VE
where I = [I11,...I)s] and v is a matrix with entries; 1, Minimizing L will involve finding the best set of values for
Vi, k andI;’s andv; ;s are defined in Table I. The constrainthe parameters; », and/;, Vi, k. To obtain the best offloading
on the total application execution time is given by policy (values ofl;), we write L; as a function off; and a
constant termd;) that does not depend afy. That is, L; =
M A I; + c1, where
D T < Treq, 4
=1

M M
_ o _ o Aj=Ai+ > (A-I)re) =S e, )
whereT,.q is the execution time deadline of the application, =1 =1
andT; = T™ + 7' + 7™ vi. T(™ represents the time iz iz
taken for component to execute in the mobile device, andand A; is independent of; ,, and can be written as
is qi (m) _ (m)  gimi () _ 7.(0);
is given byT:™ = (1 — I;)r,"”. Similarly, T,” = I,7;” is () ~_(m) () (m)

. v v . ' Y(com Aj = Par,® — P (i)r] i T 10
the time taken to execute componénin the cIoud.Ti(C ) a7 e (D7 4 Al i) (10)
is the time taken to complete the necessary data transfer émd
execution of component and is given by K
FECJ) = (Pa +r) Z (OéjiVj,kT;?]:) + Oéz'ﬂj,kT;;rE))a (11)

k=

M K
T =3 S LA = )i + eyt )+ '

j=1 k=1 and
1—-1I)Ii(av (mc) iiYi (Cm) . m K x) _(mc x) (cm
( Mg vikTg i + Gk Ty g )(5) i = g:l (aivin P )Ti(j,k) + i P )Ti(j,k)-i-
fﬁ(aijlfi,kTi(jrflkc) + ozji%,ﬂfﬁ?) + Chvij Vi kTr) -

This constraint allows us to take into consideration theepot (12)

tial time delays in sending and rec)eiving the data related Itr? Algorithm 1, we present an iterative algorithm to find
. e om) \,. o ,
each component via radio I'nksﬁr ;i) and trading it off the optimal values of/;; and I; for each component. The
optimally for energy consumption on the device. algorithm is initialized with values for the Lagrange mpili
In order for the system to be stable, the transmit data rate i &, Ce, &, i, k) as well as an initial allocation of where

the radio interfaces must be less than the service rate of €g¢e given component will be executed (values of;). The
radio interface. This is represented by the second constrai iteration indexr is set to 0. and the initial value of”) is
) i

M M given by:
aij(1 = L)Ly pre < R, Vk. (6) »_ [ 1 A<O,
;; (1= ), ; if 0 A So (13)
77 This initial schedule of components implies that the compo-
The final constraint ensures that for each component, thé tatents will be scheduled to run in the cloud if the trade-off
data allocations to the radio interfaces sums up to the tob@tween energy consumption and execution time for running



it on the cloud is favorable to running it on the mobileAlgorithm 1 Proposed Radio Aware Offloading Schedule.
To obtain optimumy; ;s, we rewrite L for Component; 1: initialization :

and Radio Interfacek as: L, = v;xQir + c2, Where 2 Setr(<—) 0, modification indexs < 1

Setl;

m Tx 3: using E
Qi = Z {oi; (1= L)L) (B + k) + Geri] + 4}, 4 SetA©) usmgg quEIZIIBIg)
andcs is a constant w.r.t; .. The optimal value o¥; i, v} g 5: SetuLk) using Eq.[(I#)
for a given value ofl; is calculated as 6 Set initial values for parameters®), C;(CS), (bl(s)
. M 7: SetX, = X, «<False
(I=L)(1—-5%—) 2 o5 #0 8: repeat
. Xz e ;;} ag & A" <0, Vi then
Vik = 10: while X,=Falsedo
0 Z a;; =0 11: calculateA(T“) Ailf g et DY (ie))
i,k
i 12: calculatel" ™ by Eq. [15)
Now by using the value af;, by using [1#),; can be updated ;3. calculatev; T+1) by Eq. [13)
by 14: if i : Air“)Air) < 0 then
I,(T) _ 1 A; <0, (15) ) Find mi A(T+1)'V'
i 0 A; >0. 15: in mgln( .5V
6: I —1-L,
The iterations continue until Eq[](8) is minimized. The' end ln‘ ¢
algorithm converges, when the Langrange parameters have (rt1) )
converged. The details are given in Algorithm 1. 18: if Z Ly = Z L;" then
C. Convergance and Complexity of the Algorithm ;25 end)ff =True,
In line 1, I; and v;; are initialized. In a nested loop, 41
these two variable parameters are modified such that t end while ’

Lagrangian formulation in Eq[]8) is minimized. The strateg, 3 end if
of Lines 3-17 of the algorithm has been discussed in sulmsecti M

The variablesl; and v;, are opportunistically updated 24 """ = k(9 — e (Treq — 32 T0)
using Eqgns[(15) and(14), respectively so that the objective (s+1) _ (s) =l
function is minimized (lines 12,13 of the algorithm). Theeu 2 Sk =G €<X
loop updates the Lagrangian multipliers using the subgradi »g. (R(“ z Z |I; — I;|(1 = L) ovvi g ), Yk
method. Using the logic in[[20], we see that the updated i=1j=1
multipliers (<, (i, andg;, Vi, k) will converge to the optimum 7 o X
values ofl; andv; x, Vi, k. _ 2. T =gl e (1— S ayy 3 vik), Vi
Complexity of the modification loop (Lines 9-23) of the ;:_ k=1
algorithm is Of,ax M), Wherery,,, is the maximum number 1) (o) ( Y0 e
of iterations required to find the optimum vectdr Note 28: if % <éex & % <ec &
that we assumel/ > K. Overall, the complexity of the PIGENOY . g
algorithm is Obumax”max M), Where syax is the maximum 29 e < ¢, Vi, k then
required number of iterations to satisfy all the constmint 3o X, = True,
the optimization problem. The value 6f,., depends on the 3;: end if
initial values in line 6 and values in lines 28, 29 of the 3»: s—= 541

algorithm. In the simulations (Section VI), we observe thags: until any constraint in Eqs[14L(6))(7) is not satisfied:
the mean values of,,,,, andr,., are 3 and 2, respectively. (X,=False).

The complexity of the exhaustive search method 8Ok &),
which is prohibitively high.

IV. PERFORMANCEANALYSIS [22], and all of the video processing features are available

In this section, we investigate the efficiency of the proplos¢23]. We used fourteen component applications to form the
approach using an HTC Vivid smartphone with a 1.2 GHzodeset in our work. Note that the first and last components
dual core processor. This phone is equipped with two radime executed in the mobile device, because most mobile
interfaces (k = 2): WiFi, and LTE. Moreover, we assumamitiated applications must start in the mobile device and
that whereas LTE is always available, the WiFi interfacesually have an output/display that happens on the mobile
can sometimes be unavailable (as is common in real lifeevice. We measured execution time of the components in
scenarios). A multi-component video navigation applmati the HTC phone and the cloud, uplink and downlink rates
was used for the experiments. This application uses vidand delays for WiFi and LTE. We obtained the dependency
processing, face detection, graphics, and clustering idheov matrix of this application, and the size of the data that seed
points. Graphics library tools are used from the OpenGb be transferred between components. The Amazon Elastic
mobile Android applications [21], face detection is usezhir Compute Cloud (Amazon EC2) was used for cloud computing



capacity [24]. The average transmit power levels of the feobby costing 11% more energy than remote execution, we can
device for WiFi, and LTE services are 300 and 600 mWschieve 50% and 48% faster run rather than local and remote
respectively. The average received power levels were 180 axecution. Fig[[¥ plots the energy-execution time traderof
250 mWs, respectively. The active and idle power levels tfie proposed scheme in comparison to the local and remote
the phone are 644.9 and 22 mWs, respectively. The powesecution, while the proposed scheme takes advantagesaf thr
consumption for the last component in the mobile device wasenarios for radio resources: 1. WiFi and LTE are usediygint
55 mWs. These power measurements are obtained by usthgnly WiFi is used for offloading; and 3. only LTE is used for
CurrentWidget: Battery monitor application [25]. The aage offloading. The four points in the plot show local and remote
wireless service rates for WiFi, LTE are 0.80 and 2.96 Mbpexecutions by using only LTE, only WiFi, or both. We see
for the uplink transmission and 1.76 and 4 Mbps for thihat although remote execution by using LTE consumes much
downlink transmission, respectively. Also, local exeontiime more energy in comparison to the others, the execution time
of the fourteen components are measured as [30 340 345 1@5this scenario would be less than the others. Thus, theere i
30 80 70 30 185 125 650 571 904 56] ms. The number aftrade off between energy consumption and execution time of
arriving requests is modeled as a Poisson distributed hlariathe application which is relied on the delay of offloading. On
with average rate of 1.5 Mbps. The initial multiplier valfes the other hand by using the proposed offloading scheme lesser
k,¢ and ¢ were set to 0.1, 0.1, antD—%, respectively. The energy is consumed with reasonable value for execution time
results shown are averages of 1000 independent test runsWhen the execution time deadlines are longer, there is more

Four scenarios are compared in this section. First, vaxibility in offloading jobs to the cloud and hence energy

consider the scenario that all components are executeﬂylocﬁOnts.gmfﬂggso;?;é?:r;ns(z)bu'Li:sevzsgsrleedsicgrsléﬁlS(():’O'r: ;;s"rncleta
in the mobile. The energy consumed in this scenario is us ] 9 9y P

to normalize all energy values. The second scenario csnsgpg. re([unwelstle?ﬁ executlo? t|me.f data st o the cloud
of executing the entire application on the cloud (other tha 9. h V\I;Ig's d? petrc?:'n agle 0 aaRﬁ"rl'ea;nthOW'E' cog
the first and the last components). In this scenario, all dg oug IFi (radio interface 1) versus of the Wik an

: L E in the proposed scheme. We observe that by increase of
must be uploaded to the cloud. The third scenario is a bry X il .
force exhaustive search for the best valuesIpffor each 5 T in WiFi for the range of 40-160 ms, less data stream is

component. That is, we manually schedule compongatS allocated to WiFi_ and more data stream is allocated through
throSgh 13 to run on either they cloud or the Fr)nobile and-TE for computation offloading. On the other hand, when RTT

calculate the associated energy and time. Note, that sirece .(?f LTE Increases in the range of 59'200 ms, more data stream
first and last component must run on the mobile, we are |é§tallocated to WiFi and less data is allocated to LTE. Fipall

with 2(14=2) combinations of possible values for tfigs. For
each combination of, the problem turns out to be a linear
optimization over the variable set Thus, the radio allocation ~We studied the problem of offloading computationally in-
percentages are calculated using linear programming. Tie@se applications from mobile devices to a cloud infrastru
sets ofI; andv; x, Vi, k, values which minimize the energyture for multi-radio equipped mobile devices. We preserted
consumption give the over all optimal solution. The apploagomprehensive model for the energy consumed in offloading
in this scenario is called “Exhaustive search”. Finallye thcomponents to the cloud. We modeled the decision to offload

fourth set of results is obtained by our iterative algorithm any given component to the cloud as an optimization prob-

Fig. [ shows the average energy consumption for four d{f—m that seeks to resolve the conflicting goals of reducing

: hd R omputation costs while keeping the execution time of the
ferent approaches while the application execution timeaksgu lication below its deadline. We showed that this is a
to 3.54 §econds. We observe that the pr_oposed approa -linear optimization problem. We proposed an iterative
(exhaustive search and the proposed iterative algoritesyltr

algorithm to find the local optima for the offload schedule

in lower energy consumptions in comparison to the other&r the components as well as the percentage of the data to be

Note that 3.54 sc_aco_nds is the minimum execution time {0, a4 on each radio interface. We showed that the proposed
execute 'ghe app_llcat_lon locally, so that the execution M8 gorithm consumes within 4% of the optimal solution (ob-
deadline is satisfied in all of the approaches. On an avera ned via brute force search) and also offers 31% less gnerg

the proposed iterative algorithm consumes #ore energy .consumption in comparison to offloading the entire applcat
in comparison to the proposed optimal solution (Exhaustl\{g the cloud

search approach) fdf., = 580 ms. This is a fairly good
trade-off for the reduced complexity of the proposed iieeat REEERENCES
algorithm. Fig.[B presents the execution time of different .
approaches in different scenarios. While local and remotél G: Wu, S. Talwar, K. Johnsson, N. Himayat, and K. JohnstZM:
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