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Abstract—Network Coding is a packet encoding technique the most promising techniques are Random Linear Network
which has recently been shown to improve network performane  Coding (RLNC) and Instantly Decodable Network Coding
(by reducing delays and increasing throughput) in broadcasand — |pNC). RLNC is one of the simplest forms of network coding

multicast communications. The cost for such an improvement that h t it ith ligible feedback
comes in the form of increased decoding complexity (and thus at can approach system capacity with negligibie reeabac

delay) at the receivers end. Before delivering the file to higer Overhead [[4]. RLNC linearly combines packets within the
layers, the receiver should first decode those packets. coding window. After the successful reception &f such

_ Inour work we consider the broadcast transmission of a large packets (given that the linear combinations they represent
file to NV wireless users. The file is segmented into a number 5. independent) the receivers can successfully decode the

of blocks (each containing K packets - the Coding Window . . S . . .
Size). The( packets of eagh bIFc)Jck are encoded us?ng RandomPackets, with Gaussian elimination. This technique a@sev

Linear Network Coding (RLNC). We obtain the minimum coding ~ asymptotically optimal completion time of a block of packet
window size so that the completion time of the file transmissn and higher throughput than any scheduling strategy [([R],[5
is upper bounded by a used defined delay constraint. However, the receivers must have receivikd packets be-
fore the decoding process thus the decoding delay increases
Moreover, the authors in_[6] have proven that the coding
Over the past decades, with the constantly increasing wsdow size K has to scale with the number of receivers
of cellular and wireless networks for data transmissiomr, thesulting in increased decoding complexity and decodirngyde
efficient utilization of the network and its resources has b@ large networks. IDNC is another form of network coding for
come crucial. Bandwidth-intensive applications such @e®i minimizing decoding delay|([7]). Different concepts of IEGN
and music downloading and delay sensitive applicationd sucan be found in the literature depending on the application
as real-time video streaming and IPTV are widely deployadquirements for which they were developed ([8],[9]). The
in wireless, unreliable, networks. Most of these applaadi main advantage of IDNC over RLNC is the reduction of
involve the need of transmission of packets from one (or norgecoding delay (instant decoding by some or all receivers)
senders to multiple receivers. This has intensified the fared at the cost of increased block completion tirhel [10].
more reliable data transmissions with increased data rates Relevant research by Eryilmaz focused on quantifying the
such scenarios. gains of network coding in terms of throughput and delay
Network Coding may improve the network performancg5],[6]) in an unreliable (e.g., wireless) single-hop adzast
in such cases and contribute towards achieving these gaad$work. The improvement in network performance of network
([@,[21,[3])- In the standard approach for data transmoiss coding versus traditional scheduling strategies is proaed
information is transmitted to a receiver based on a schegluliboth asymptotic and close form expressions for the delay
policy and the channel conditions. With network codingpinf and throughput are provided. The effects of delay constthin
mation can be transmitted to multiple receivers simultaisBo traffic on the user admission rate are analysed in [11] as an
even when each of the receivers expect different packetstension of the previous work. 10][2], the authors focus on
This can be greatly beneficial in multicast and broadcasbw must the Coding Window sizE scale when the number
transmissions, where the same information must be sentoforeceivers is increased. In such a case, the distribufidineo
a large number of receivers. In network coding, each encodgelay is characterized.
packet is generated from a given numlgérof packets (also  In [12], two schemes were proposed and analysed in order
know as the coding window) based on an encoding schene minimize the decoding delay and feedback overhead while
Most of the schemes introduce redundancy to the netwoKeeping the throughput intact. In_[13], the randomness is
thus increasing reliability, without decreasing the netwo dropped from the encoding procedure and with the integratio
performance. of an ARQ strategy, the successful decoding is guaranteed.
Many forms of network coding can be found in the literaThe authors of [[14] combine RLNC and IDNC through
ture, each one with its own benefits and drawbacks. Two péartitioning, in order to improve throughput, decodingayel
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coding complexity and feedback frequency. Koller et[all [15gxtensions to non-symmetric channels can be easily imple-
investigates the optimum number of blocks that the sourogented. The Bernoulli r.v’s are independent across time and
must use, given the file size and a finite Galois field sizcross receivers. Furthermore, we assume that a base sédtio
from which the coefficients are picked, when using RLNC. Irach time slot, has knowledge of the connected receivers and
[16], the authors try to find a linear network coding schemia this case, a transmitted packet will be successfullyivece
that outperforms RLNC in terms of minimum average packéty all such (connected) receivers. Time is slotted and only
decoding delay while keeping the throughput intact. Theime packet can be transmitted at each time slot. Our system
work is very interesting but it assumes already receiveligiac is static in the sense that no arrivals occur.
by the receivers from previous transmissions and erasege-f We now introduce the necessary notation. Intelje(x <
NC transmissions. F) represents the coding window size, i.e., the number of
The system we focus on in this paper is similar with thpackets that will be linearly combined using RLNE.is the
one studied in[[5]. The main difference froml [5] and [6file size and we assume that always exactly divideg (i.e.,
lies in the Coding Window Size&X. In our work, we are % is an integer). Theé'" batch refers to packets— 1)« K to
interested in afinding the mean file transfer completion time X —1. Each batch containg™ packets which will be linearly
(broadcast toN receivers) when RLNC is not performed ovecombined/encoded to one packet. The number of batches is
the whole fileand b)find a relationship between the codingh = F/ K, for a file of F' packets and coding window siZ€.
window size K) and the expected file transfer completion At each time slot, the base station selects a batchi of
time In particular, we will develop a closed form formulapackets to encode via RLNC. The encoded packet is then
for the minimum Coding Window Sizé( in the case of a broadcast to the connected receivers. The batch to be eshcode
user defined delay constraint. The constraint will be in the based on a policy (Random Selection or Least Received).
form of the relative increase in the delay over the smalleSuch policies are described, in detail, later in this sectio
achievable (optimal) delay. This objective might seem lsimi  Each receiver has a queue for storing the received encoded
with the one in [[15], but our system has some fundamentadckets. As soon as a receiver receiliepackets, the packets
differences. First, i [15], the authors assume that theivecs are decoded and deleted from that queue. Linear indepeadenc
will, on average, need more thald packets for successful of the encoded packets is assufhethe coding overhead (the
decoding. In our work, we assume a large enough field sigzeefficients of the linear combinations must be transmitted
(from where the coefficients for the linear combinations aregith the packet) is considered negligible. As shown[ih [5],
picked) thus guaranteeing linear independence. As a resiflthe packet sizen is a lot greater than the coding window
only K encoded packets are needed for successful decodisige K, this overhead can be ignored. Moreover, by using
Second, in[[1B], the file is split into blocks and coding isynchronized pseudo-random number generators at thersende
performedover those blockgi.e. the encoded block is theand the receivers, this overhead can be made very small [15].
sum of each block multiplied by a coefficient). In our work, Furthermore, each receiver is assigned an attribute, yamel
coding is performedvithin each blockBy doing so, packets the batch ID. This attribute represents the batch from which
of earlier blocks are made available (for delivery to thehleig the receiver expects the encoded packets. At the beginiiing o
protocol layers) faster. This way, we keep the advantaggg system (i.e. when = 0) the batch ID is set to 1, for all
of asymptotically optimal completion time of RLNC whilereceivers. As soon as a receiver decodes a batch, its batch ID
reducing the decoding delay and complexity at the receiveincreases by 1. Any out of order packets (encoded packets of
The remainder of the paper is organized as follows : Ipatchi received by a receiver with batch IR where: = j)
Section Il, the system model is introduced. In Section llgre discarded by the receiver.
mathematical formulas for the completion time of a file for When, at a given time slot, a subset of the connected
a given coding window size of{ are derived. In Section IV, receivers have successfully decoded a batch (received all
we develop the formula for the smallest Coding Window Sizencoded packets) that another disjoint subset of the coemhec
K under user defined delay constraints. In Section V we shoeceivers has yet to decode, a decision has to made by the base
our results and comparisons. Finally, in section VI we pilevi station as to which batch will be encoded and sent at that time

our conclusions and future research directions. slot. We propose and use the following two batch scheduling
heuristic policies in order to dissolve these conflicts.
Il. SYSTEM MODEL 1) Random Selection (RS) This heuristic is based on

randomly selecting one batch to encode. Each batch
is selected with probabilit\j]%, whereN; is the number

of connected receivers with batch IDand N, is the
number of connected receivers. This heuristic will not be
analysed - it is developed only for evaluation purposes in
our experimentation process.

Our system is a one hop transmission system, where a base
station transmits a single file (containing packets) toN
receivers. The connection between the base station and each
receiver is described by a randomly varying ON/OFF channel,
where thei'" receiver's channel state is represented by a
Bernoulli random variable with meap;. In our simulations
and mathematical formulations (section Ill and V), we as- ILinear independence is justified due to a large enough Tiglffom where
sume, for simplicity, thap; = p, Vi € {1,..., N}. However, the coefficients will be picked [5]
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Eg. () refers to the completion time of the file if we
encode over the whole file. By analogy, ¥ = F, E[Tk]

Batch2| | || || will represent the completion time of one batch/ofpackets.
For our LR batch scheduling heuristic we defiBg’] to be
Batch 1 the completion time of the file under a coding window size
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K. We letb = £ and argue that

Figure 1: System at time K =3, N =3 »
E[Ty] ~ b+ E[Tk] (2)

2) Less Received (LR)This heuristic aims at balancing the 1 1€ justification is as follows : Formuld 2 would be exact if
queue size of the receivers. The batch ID of the receiviite Pase station will transmit an encoded packet from batch
that has received the least number of packets defines ﬂ%y when all receivers havg successfully decc_)ded biaich
batch that will be selected for encoding (i.e., batcis (as a counter example consider the case of Figlre 1 where at

selected when the receiver with the least received packbts! R3 is OFF and R1,R2 are ON). Furthermore, we note that
has batch IDy). the LR heuristic aims at balancing the receiver queues. In a

In figure[d, we show an example of our system at time slﬁFrfeCtly balanced system and when= 1, the differences

t. The shaded boxes at the receivers represent the receivggv.een the .batch IDs W'”. be zero (i.e. all receivers wil
rﬁcelver batch at the same time slot). However, wher< 1,

packets. The cod_lng window size, for this example, is 3. '% LR heuristic gives priority to the receiver with the leas
we can see, receivers 1 and 2 have successfully decoded batch . .
: . . . number of received packets, thus striving to balance thesys
1 (received 3 packets), thus their batch ID is 2. Receivers3 h ST .
rough minimizing differences between the batch IDs of the

yet to decode batch 1 (received 2 packets), thus its batch IDE é ceivers
1. Assume that in time slat+ 1, all receivers are connected. VErs. -
. - . ... Furthermore, we should stress that once the file is segmented
When using the RS heuristic, batch 1 will be selected with . .
S : . o into blocks and RLNC is applied at each block, the random
probability £ and batch 2 will be selected with probablllgy bl tina the file t f letion timefzh
When using the LR heuristic, batch 1 will be selected, sincg  'ables representing the Tiie transter complietion tinre

R3 has the least received number of packets. Note here,ttharteszelw"rZ are not independent. In order to proceed with our

timet+2, no conflicts will arise (when using the LR heuristic)."’malys.'s’ we will assume independence. '_I'he _S|mulat|oritsesu
in section V, demonstrate that our approximation repressiet

[1l. EXPECTEDFILE COMPLETION TIME COMPUTATION  completion time of the file reasonably accurate.

When the coding window consists of the whole il Approximations for Expected File Completion Time
F), the expected completion time of the file can be found fﬁ PP P P

[5]. For our analysis we introduce the following :
Let E[TF| be the mean completion time of a file of size

Based on the Central Limit Theorem, a negative binomial
random variable (representing the number of failures dinél

under coding windowF'. X; is the additional slots needed forcorrect regeptlon of¢ packets), with parametgfé andp, can
correct file reception by receiver due to possible channel P€ approximated by a Gaussian random variable, for laige
disconnections X; is also referred as failures), i.&; + F and moderat@E. _ _ _

shows the total number of slots required by receiveio The apprOX|mKat|ng Gaussian random vangb!e will have a
decode the file. TheX;'s are independent and identically™ean value ofZ. — K and a standard deviation af =
distributed and follow a negative binomial distributionetL ,/£U-2) and it will represent the number of failures until

2

fx.(x) and Fx,(x) be the pdf and cdf ofX;, respectively the c%mpletion of the file transfer. Since we are interested i
andZ = max X;. Then, [5] has shown the following : calculating the mean number of slots (trials) for the filesfer

2The accuracy of the approximation increases as we incr&ase
3In our numerical simulations, section V, we assume [0.2, 0.8]

EfTr] = F+EZ] Y F+ S P(Z>2) =

2=0



completion time, a constarit’ can be added to the Gaussian N <3, | 4<N <158
random variable. Thus, the new, shifted, random variable wi 5 _3 S_4
remain Gaussian with a mean value 0t %.

The approximating Gaussian variabl® represents the p=02 ) K=8 K=13
number of total .slots.for the transfer file completion time, p=04 | K=6 K =10
for a single receiver (in a symmetric system). TherefoYe,
is assumed to be positivevith the negative tail carrying p=06| K=4 K=7
negligible probability). Then by following the same stes a p=071 K=3 K=5
for eq. [A) (forF = K), we get : v—08 | K=2 o

— (01— ([? N\ s ~s
E[Ti] = fo (1 (fo fx(®)dt)™)dz Table I: Minimum Coding Window Size for satisfying the

/ (1= (Fx(2))dz, 3) constraint[(B).
0
where X is a Gaussian random variable with= £, ¢ = In tablel, in the second row, we can see the valueiof
K(—p) P for each N. For those values, and for eagh we can see
7 Jx(t) and Fx (=) represent the pdf and cdf of they,e minimum coding window that satisfies the constrait (6).
aussian random variablg, respectively. _ We observe that the smallest coding window size required to
In order to simplify eq[B, we assume the following :  gatisfy the constrainf16) is small enough for all valuesiof

For a Gaus.zian random vagablé, Fx(u+no) = Fx(1 = andp. In our subsequent analysis, we assume fids equal
no) = erf(J). Whenerf(7) ~ 1, thenFX(M +_”U) ~ 1 or larger than the values shown in table I.
and Fx(u — no) ~ 0. In our case, we wish to find such

that whenz > p + no then (Fx(2))Y > 1 — a, for small V. DELAY CONSTRAINTS AND SELECTION OF CODING
«a; typically in our studya =~ 0.01. Thus, the desired value WINDOW SIZE (K)
will need to satisfy : When K satisfies the constrainf](6), the expected file
7= min{(erf(i))N > 0.99} (4) transfer completion time of the LR heuristic is given by &j). (
n V2 - In this case, our goal is to find the smallest Coding Window
The range ofX will be within ;4 7o. Furthermore, sincé  Size K that results into an acceptable delay. Coding over the
is assumed to be positivé, should satisfy — 7ic > 0 whole file (K = F) will minimize the file transfer completion
] . . . A
Based on the aforementioned assumptions, we can concltigee ([15]). We denote this bE[T,,,;] = E[TF], and can be
the following : found by eq.[(IL). From our experimentation (in section V), we
(a) For the desired valugi, Fx(z) ~ 1 (and also observed that near optimal file transfer completion timeloan
(Fx(2))N ~ 1), for z > p —|— no. achieved using an appropriate coding window si¢e< F.
(b) By symmetry,Fy (z) ~0 (and (Fx (2))N ~ 0), for z < Therefore, givere > 0, we wish to determing{ so that :
H= no. . ) E[TI}(;‘] — E[TOPt] € (7)
Then from eq[B andl4 and using fagts) and (b), we get : E[Topr] =5
E[Tk] @ #”w(l — (Fx(2))N)dz ® where € is the user defined delay constraint in terms of
. 0 e a percentage oE[T,,]. As an example, we will see later
e 1d2+f:,ﬁa (1— (Fx(2))N)dz = (section V) that forN = 6, F = 10000 andp = 0.2, for
_ o . N e = 10% the minimum coding window size i& = 400 (4%
Ww—no+ fu—ﬁa (1= (Jy fxt)at)N)dz = of F).
= ptiio o pp—io 2 N Starting from eq.[{R) and using ef (5), the completion time,
PO E i (1=(Jo fX(t)dtJrfM—ﬁU Fx(t)dt)™)dz under a coding windows, can be approximated as follows :
~ 1+no ~ z
~p—no+ [T (1= (Fx(p—n0)+ [T 5 fx(t)dt)N)dz E[TE] = E[Tx] * b = b(usx + fiox)—
(Nb) ~ put+no z LUK +noK z C (tmpp)?
N p—no+ [ 5 (= [, he Ix(H)d)N)dz - b/ ((/ L o=k dt)™)dz), (8)
Therefore, [ —To wi—fox OKV2T

F
t)dt)N)d 5 K-
o Fx(®)dt)™)dz, () Furthermore, the minimum completion tin¥{T,,| can be

also approximated by :

pt+no z _ K — K(1-p) —

E[Tk] le_ﬁo__/ ((/ wherepux = b1 Ok =1/ = andbg
n—no Iz

when assuming. — no > 0. This condition will be true for a

givenn from eq[4 and a particular selection &f as follows: E[Topt] = pir + nop—

K ~ K 1 — . prp+nop z 1 7@
—-n M >0= K >n*(1-p) (6) _/ ((/ e ¢ dt)N)dz, (9)
WF—TOF prp—nop OFV 2m




where iy = % andop = w/%- SinceF = Kby, up =

V. EXPERIMENTS- RESULTS

brpurx andor = /bixok, we can substitute these values in We performed our simulations with various values for all

eq. @) and[() and dbt

prno 1 (t=n)?

E[TE) = bu+bﬁa—b/ ((/ e 27 dt)V)dz)
pn—no pn—no g 271'
(10)
E[Topt] = b + Vbrio—
bit-v/brio ? 1 (t—bm)? N
- ((/ ———e 202 dt)V)dz, (11)
/b,u\/gﬁa bu—big OV 2bw

where = % o= /K0P andp = £,
Furthermore, it can be readily shown that :

(t—b
2bo

bu+biio ;2 1 2d Nygs —
fbu—\/Eﬁg ((fbu—\/gﬁa YT )" )dz =

- Lo )2
Vb :j;; =% dt)V)dz and
u4-no . _=m?
:7770’ ((jlu.fﬁa g\}ﬁe 207 dt)N)dZ =
s 2
o [5(( 25 e T dt)N)dz

LetA = ffﬁ((f_zﬁ #e*gdt)f\’)dz. Eq. [I0) and(11) ce
be rewritten as :

((f#*ﬁa' a\}ﬂe

E[TE] = by + biio — bo A (12)

E[Topt] = bu + Ve — Vbo A a

Substitutind IR and 13 infd 7 and noting thds a functi
of K and A, n are functions of N, we have the follow
lemma for the selection of the coding window si&e

LEMMA : For givenF', N, p ande > 0, the coding wind
size K that results in ed.]7 satisfies :

VI—p(—A)
wherebx = £, 71 = minn{(erf(%))]v > 0.99},
A= [T e T dt)N)dz

el

the system parameters to verify the correctness of the above
formulas. Below is an overview of all those values :

o Number of ReceiversX) : 3, 6, 12, 25, 50, 100

« File Size in PacketsK) : 400, 500, 1000, 1500, 2000,
2500, 5000, 10000

« Coding Window Size K) : for each file size, the coding
window takes as values all the integer numbers that fully
divide the file size, beginning from 2.

« Connectivity probabilityp is assumed to be the same for
all receivers and is equal to : 0.2, 0.4, 0.6, 0.7, 0.8.

) _ . e Fi o
'E 5000 p =0.2, Receivers =6, File Size =500
< 4000 | ~°Re
o \ —ILR
g 3000 [\ S R e Theoretical Delay
g 2000 1 1 1 1 |
O 100 200 300 400 500
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iZ 2500 v
S ol -
o RS _—
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Figure 2: Heuristics vs equatioh 2 wherincreases
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Figure 3: Heuristics vs equatiéh 2 wheé¥n increases

Therefore, the smallest’ that satisfies eql{14) will also min-

imize the decoding delay at the receivers end while achg
near optimalfile transfer completion time (i.e., according
(@). Thus,this value of K will result in balancing the fil
transfer completion time and the decoding complexityk
at the receivers endMoreover, eq.[{14) shows thatundel
suitable conditions (large enough) the minimum require
coding window size is the same regardless of the file.
Furthermore, by using a much smaller coding window giz
as compared to the entire file siZze packets of the earli
blocks are made available to receivers (for delivery to ai
protocol layers or forwarding) much faster.

4we suppress subscripts to simplify the presentation

=
o
o
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i
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Figure 4: Heuristics vs equatidh 2 whéhincreases



Due to space restriction, we now present some represeptimal file transfer completion time
tative results. FigureEl2 14 show the completion tir~ ~*

the file versus the coding window siz&. In each figt 5 p =80% Receivers =6 File Size =500
=
two out of the three parametersv( F' and p) were ke § 800 X Theoretical Delay
. - = ---G ian A| Del
constant and we compared the improvement in the ac & | S W S i |
of eq. [2) (Theoretical Delay), when the third paramete ~ 5°°0 s 10 10 200 20 300 50 400 450 500
varied. It can be seen that e@l (2) represents the con p =80% Rggg;cg,ivfg‘;ﬁfsm -500
time of the LR heuristic, reasonably accurate. In genel 4 Gaussian Error F =0.037436%
observe thatE[T%] rapidly decreases as a function ¢ s,
. . o
and closely approach&T,,,] for values of coding wind & ‘ | | ‘ ‘ ‘ ‘ |
size K that are a fraction ofF’. As we mentioned in 0 50 100 150 200 250 ~ 300 350 400 450 500

. . .. . Coding Window K
introduction, this is desirable because, for smaller ugyun:

window size K, the decoding delay is significantly less wit19ure 5: Gaussian Approximation vs Negative Binomial and
a cost of slight increase of the file transfer completion time approximation errors - hig

Additionally, the storage and computational requirements for

the receivers are relaxedsince each receiver only nee

) B . "
store a maximum ofk’ packets and solve & x K line £ x° P =20% Receivers =50 File Size =10000
system (by Gaussian elimination). Furthermore, it is % 1%\ e belay
noting that the LR heuristic largely outperforms the R 205 I I A L I L | | &
Se|eCtI0n (RS) heurIStIC 8 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

h quing Windo_w K
|n the upper part Of f|gurd§ SE 7, we plot the COmF p =20% Receivers =50 File Size =10000

) K i | Gaussian Error F =0.011762%

time based on the Gaussian Approximation (dg. (1 ——
the completion time based on the negative binomial r

variable (quIIZ)) As We Cajn Se?’ the Gaussian approx 0 1000 zobo 3060 4060 5600 6060 7060 8060 9060 10600
represents the negative binomial reasonably accurat Coding Window K

cially when K is increased. In the lower graphs within thf?:_igure 6: Gaussian Approximation vs Negative Binomial and
same figures we can see the approximation errors. The soli approximation errors - low

lines represent the percent difference betweened). (12{2nd

and the Gaussian Erraf represents the percent difference

Error (%)
o N -

between eq.[(13) and(1). The error of the approximati g p =40% Receivers =3 File Size =2000
E[T,,:] is reasonably low with a maximum value of O.: Esooo —Thesreiea DAy
in our experiments. The corresponding maximum err %% . oo _____L ——— Gaussian Approx Delay|

Il Il Il Il Il Il Il Il Il I}
0 200 400 600 800 1000 1200 1400 1600 1800 2000
Coding Window K
p =40% Receivers =3 File Size =2000

@
the approximation ofE[TY] increases somehow (up to §4000
in some experiments). But as we can see, the error 1 ©

drops in levels much below 1% as grows a little large os Gaussian Error F =0.0039421%

The approximations were derived in order to find a ba §02M
between the completion time and decoding delay under F £ ' ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
The values of the coding window sizes for which the 0 200 400 600 800 1000 1200 1400 1600 1800 2000

percentage is high (above 1%) will not affect our objec... _, Coding Window K

because as we can see from figured® - 7, for such vaiyesFigure 7: Gaussian Approximation vs Negative Binomial and
the file transfer completion time is far frof[7},,;]. approximation errors - mig

TabledTl {1V show the percentage 67 (the coding window
K is expressed as a percentage of the file size) that can b&loreover, from table§Jll t§ TV, we can see that as either
used as a coding window size in order to achieve completipror N or F' increases the difference between the theoretical
time of at most(1+¢)E[T,,|. Each cell of the tables containsresults (last three columns) and our heuristic LR decreases
two entries, one for each set of experiments shown in figure§ Ris is of great importance, since it shows that as the load
-[. The first two columns are thE% for our heuristics. The of the system increases, the accuracy of our approximation
third, fourth and fifth column are derived using the formulascreases. Furthermore, it is evident, from tdblk 111, tading
[2, 12 and[I4 respectively. As we can see from tdble ik preferable in large systems. An increase of almost 9 times
when increasing, the F% of the heuristics increases whereaat the number of the receivers results in an increase of a
those of the theoretical formulas decrease. Tablgs Il anthximum of 3 times in the minimum coding window size.
V] show a similar trend - when increasing the number ofable[M, shows the minimum coding window size (in packets
receivers, thel’% is increasing and when increasing the filand as a percentage &f) to achieve completion time of at
size, the percentage is decreasing. The lattehésessential most (1 + ¢)E[T,,,] for large file sizes. As we can see, in
contribution of our work, showing that for large files, codin most cases, the minimum required coding window size is the
window sizes that are a small fraction 6f can achieve near same regardless of the file size. In the rest of the cases, the



differences mainly occur because not all file sizes have tf@mula for balancing the file transfer completion time and

same possible coding windows (i.B/K must be an integer).

€ RS LR Eq @) Eq. (12) Eq. 13) ‘

P p p P p
0.2 0.8 0.2 0.8 0.2 0.8 0.2 0.8 0.2 0.8

10% | 25% 50% | 4% 4% | 20% 5% | 20% 4% | 20% 4%

5% | 50% 100%]| 10% 20% | 25% 20% | 25% 20% | 25% 20%

1% || 100% 100%| 50% 50% | 100% 100%| 100% 100%| 100% 100%

0.5% | 100% 100%| 50% 100%| 100% 100%| 100% 100% 100% 100%

Table II: Percentage of minimum Coding Window Size -
p=028& 0.8, N =6,F =500

€ RS LR Eq @) Eq. (@) Eq. 3@)

6 50 6 50 6 50 6 50 6 50

10% || 12.5% 50%| 0.25% 2% | 1.25% 4% | 1.25% 4% | 1.25% 4%

5% 20% 100%| 0.8% 5% | 4%  10% | 4% 10% | 4%  10%

1% 50% 100%, 10% 50% | 50% 50% | 50% 50% | 50%  50%

0.5% || 100% 100% 20% 100%| 50% 100% 50% 100%| 50% 100%

Table Ill: Percentage of minimum Coding Window Size -
p=0.2,N =6 & 50, F = 10000

€ RS LR Eq @) Eq. @) Eq. 3)

r r r r r

04K 2K | 04K 2K | 04K 2K | 04K 2K | 04K 2K

10% | 20% 10% | 2.5% 0.8%|6.25% 2% | 6.25% 2% |6.25% 2%

5% | 25% 20% | 6.25% 2% | 20% 6.25% 20% 6.25% 20% 6.25%

1% || 100% 50% | 50% 12.5%| 100% 50% | 100% 50% | 100%  50%

0.5% || 100% 100% 50%  20% | 100% 100%| 100% 100%| 100% 100%

Table IV: Percentage of minimum Coding Window Size - 11

p=04,N =3, F =400 & 2000

| ¢ [ F=8k | F=10K | F=12K | F=UK ]
10% 160 (2%) 200 (2%) | 160 (1.33%) | 175 (1.25%)
5% || 500 (6.25%) | 500 (5%) | 500 (4.17%) | 560 (4%)

1% || 4000 (50%) | 5000 (50%) | 4000 (33.3%) | 7000 (50%)
0.5% || 8000 (100%) | 10000 (100%)| 12000 (100%)| 7000 (50%)

Table V: Minimum Coding Window Size (and percentage)
p=0.6, N =50

VI. CONCLUSIONS

decoding delay based on a user defined delay constraint, for
the LR heuristic. We concluded that moderate coding window
size K can achieve almost optimal performance using the LR
heuristic policy. By using a moderate/smaller coding windo
size, the decoding complexity and delay at the receivers end
can decrease substantially. Moreover, we showed that for
large enough files, the coding window size that achieves near
optimal performance is the same regardless of the file size.
Our future research will be focused on finding the char-
acteristics of the optimal scheduling policy. Furthermdhe
asymptotic performance of the LR &8, F, p grows large
will be investigated.
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