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Abstract—Caching in wireless device-to-device (D2D) networks ~ Consider a simple example of D2D caching network with 4
can be utilized to offload data traffic during peak times. Howeer, UTs and 10 content§l, - - -, 10}. Let the size of each content
the design of incentive mechanisms is challenging due to theand the size of each UT’s cache be 1. Assume that all UTs can

heterogeneous preference and selfish nature of user termilsa icat ith h other. Al that th tent
(UTs). In this paper, we propose an incentive mechanism in wibh communicate with each other. Also assume that the conten

the base station (BS) rewards those UTs that share contentstty ~ Preference ranking of UT 1 and UT 2 af,2,3,-- -, 10),
others using D2D communication. We study the cost minimizaon (10,9, 8,---,1), respectively. Naturally, UT 1 would cache

problem for the BS and the utility maximization problem for  contentl and wishes his three neighbors to cache cont2nts
each UT. In particular, the BS determines the rewarding polty 3 and4, whereas UT 2 would cache conteiitand hopes that

to minimize his total cost, while each UT aims to maximize . . .
his utility by choosing his caching policy. We formulate the his neighbors would cache contesis3 and7. The difference

conflict among UTs and the tension between the BS and the in preference causes conflict of caching interest among UTs,
UTs as a Stackelberg game. We show the existence of thewhich cannot be reconciled without intervention.
equilibrium and propose an iterative gradient algorithm (IGA) On the other hand, the base station (BS) aims to minimize
to obtain the Stackelberg Equilibrium. Extensive simulatons —he traffic load of serving the UTs, thus reducing the backhau
are carried out to evaluate the performance of the proposed load d the t L t Thi i valent t
caching scheme and comparisons are drawn with several baget oa ) a_n_ € transmission Cost. IS g_oa . IS equialent 1o
caching schemes with no incentives. Numerical results shatat Maximizing the chances of D2D communications among UTs.
the caching scheme under our incentive mechanism outperfars  The nature of selfishness of UTs however, becomes the major
other schemes in terms of the BS serving cost and the utilitee obstacle for the BS to achieve this goal. Consider a D2D
of the UTs. network with selfish UTs. Each UT cares merely about his
own preference and only caches the contents he likes most.

. INTRODUCTION This may cause duplicate caching and underutilization ef th

The mobile data traffic is growing dramatically in recengtorage space for all UTs. Consequently, the BS is overtbade
years [[1]. To deal with this exponential growth of traffic?y UTS' requests and the UTs suffer from larger delays.
content caching is introduced because of the relatively |O'];\perefore, it is essential for the BS to introduce incentive
storage cost of wireless deviceg [2]. Helper stations or udgéchanisms into the network to motivate UTs to cache in
terminals (UTs) decide what contents to cache and proagtivé Way to promote D2D communication. _
fetch them via backhaul during off-peak times, and transmit | '€ interaction between the BS and the UTs, two rational
the content to requesters during peak times. In this Weﬁ;}UUes with conflicting obJectlvgs, is often charactedzusmg_
caching offloads the network traffic during peak times argfme theory. Game theory is the study of mathematical
reduces UTs' average delay cost. models of conflict and cooperation between intelligenorzi

Device-to-device (D2D) communicationl [3] can be utilize ecision-makerd [5]. Specifically, the hierarchical fiekas hip
to enhance the benefits of caching. D2D communicati tween the_BS and the UTs pest suits the Stackelb(_arg game
enables a UT to communicate directly with other UTs inOdel_' In thlshggme, _the ES IS thz_leaderll and rtljeudes the
his vicinity. When a UT’s content request cannot be satisfidjcentive mechanism, i.e. the rewarding policy. The UTs are
by his local cache, any of his neighbors who cache thtzﬂe fpllowers_ gnd respond to the rewarding policy with their
content can become the content server and transmit themonf@f/h'ng deusul:nshof what golntgrlths tq (;achet_. betw th
using D2D communication. This technique improves spectrugg ano;s wgr S avg mgt eke Ib € Interac Iondélel en 7e
utilization, increases network throughput, and reducesame and end-users by Stackelberg game moddls [8], [7]

access delay for UT§[4]. However, in reality, UTs are Selﬁgﬁowever, limited work has addressed the circumstance where

and only care about their own preferences. Each UT intendstlill(? utility of end-users are coupled. In other words, cotslic

cache his favorite contents and also hopes that his neighb PO ?X'St ?mong the f(t)rlllovLVﬁrrEI [8]. ISTth|sbpaper, wedmodlel
could cache his other favorite contents as many as possibl '€ Interactions among the U1s as a sub-game and analyze
the existence of the Nash Equilibrium of the sub-game.
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in order to promote chances of D2D communication. We TABLE I: LIST OF IMPORTANT NOTATIONS

model the interaction between the BS and the UTs a5 M ={1,2,---, M} set of contents
a Stackelberg game, and the conflicts among UTs asla N ={1,2,---, N} set of UTs
sub-game of the Stackelberg game. Ni & é\/ \ i setcgif?g'gihzzogsf S%UE

« We analyze our incentive mechani_sm ina _spgcial case of o Size of contenin
two UTs and two contents to obtain some insights of the x; = (2m),,c (€ [0, 117%™ z™ is the proportion of
effect of the rewarding policy of the BS on the caching| X = (xi)ien € [0,1]V** | contentm that is cached by UT.
decisions of the UTs d;,j delay cost of transmitting one bit]
W . di lqorith IGA between UTi and UT j

« We propose an iterative gradient algorithm (IGA) to Tio delay cost of transmiting one b
obtain the Stackelberg Equilibrium (SE). The optimal from BS to UT+
rewarding policy of the BS and the corresponding caching (8); UT index with theith lowest

. . delay cost to UTj, (1); =4
policies of all UTs are achieved at the SE. oF G of T
. - . i) ranking ofd; ; in (dlvi)ze/\ﬁ*'

o We verify the effectiveness of our proposed caching [, =1 i
s_cheme using the IGA algorithm by extensive simula; g probabi"{y that UT3
tions. Numerical results show that our scheme outper- requests content
forms other caching schemes with no incentives in terms r unit reward paid from BS to UT

. . for D2D service
of BS serving cost and the utilities of UTs . o UNTt Serving cost of BS
The rest of the paper is organized as follows. Section for serving UTs’ requests
Il ; ; wq weight of delay cost
presents the system model. In Section lll, we give th

formulation of Stackelberg game. Section IV presents aiapec

case with two UTs and two contents. We present the Iter- _  coc each UTi we requires"™_ p" = 1. We also
ative Gradient Algorithm in Section V. Section VI provides,assume that UTs and’BS m=1
performance evaluation results, and we conclude the pape
Section VII. The important notations used in this paper a%
summarized in Table I.

know the preferences of every UT
brfectly, i.e.(p!)ienmem iS @ common knowledge within

fie network. Note that, the preference of each UT evolves
at a timescale much slower than the timescale of content
Il. SYSTEM MODEL requesting, and it can be learned accurately by monitoring

A. Network Model his activity [2].

We consider a single cell wireless D2D network consisting: Service Model
of one BS andV UTs. LetA = {1,2,---, N} denote the set Each UT can be a requester and a content provider. For
of UTs. Let\; C A\ {i} denote the set of neighbors of UTinstance, we consider UT requesting for contentn. He
i. Each UT can communicate and share contents directly wfifst checks his own cache. If there exists a whole copy of
all his neighbors via D2D links. Denot&;" = A; U {i}. We contentm in his cache, the request is satisfied with no delay.
denoted, ; as the delay cost between UTand UT j using Otherwise, he asks for his neighbors who cache (a portion of)
D2D communication. With abuse of notation, we dgt = 0  contentm and uses D2D service to retrieve the content.

for all i € \V. To serve the request of U7, we sort the D2D link delay
costs(d;,j) o+ IN an increasing order. Lefi); denote the
B. Cache Model index of the UT with theith lowest delay cost to UF. Note

Let M = {1,2,---, M} denote the set of the contents irthat (1), = j. First, UT4 checks his own cache and receives
the network. Each UT has a limited cache size, denoted.asthe service if certain portions of the content are cachethisf
We represent the cache states of UTs by usingvan) ma- service is not enough to satisfy the request, the UT with the
trix X, wherez" indicates the proportion (between 0 and 13econd lowest delay cost serves Ti.e., the nearest UT of
of contentm that UT: caches. We assume that all the contentsT ;. This process continues until UiThas obtained as many
are encoded by rateless MDS coding (e.g., using Raptor co@és as the proportion-threshold for content (including the
[9]). With MDS coding, a content can be retrieved given thglortion in his own cache).
the receiver has received more than a certain number of bits olf all other UTs’ D2D service is still not enough to recover
the content in any order. Therefore, a request of a UT can #he requested content for U7, the rest part of the content
satisfied via multiple D2D communications between various finally served by the BS. Let,; o denote the delay cost
other UTs, as long as the total amount of the received blietween UTi and the BS. We assume thdt, > d, ;, for
exceeds a proportion-threshold. Without loss of gengralie any UT j, indicating that the delay cost of service from the
assume that this proportion-threshold is 1 for any content BS is much larger than that of any D2D service.
be successfully retrieved.

We consider a heterogeneous request model, where the _ )
preferences of the UTs are different and hence the populady Incentive Mechanism
of one content varies from one UT to another. pgt denote ~ We design an incentive mechanism under which the BS
the probability of UT: requesting content,, where: € A" and rewards the UTs based on the amount of content they serve

IIl. STACKELBERG GAME FORMULATION



their neighbor UTs. The mechanism can enhance the chanwdmareDgn’j denotes the average delay cost per bit for 4@

of D2D transmission between UTs and hence release fth@wvnload contentn from his best; neighbors, and is given

burden on BS. The UTs can benefit from receiving rewards by

serving other UTs and enjoying smaller delay with more D2D -1 -1

service. The BS can benefit from reducing the workload and pm.j _ m _ — m -

thus lowering the operational cost. Note that the rewarddcou b ;x(k)’id(k)“l " <1 kz_:lx(k)’i> Ao @

be of any form, such as monetary value or virtual credits, and

is paid to the UTs under specific protocols, all of which areonstraint (2) indicates that the amount of content in each

out of the scope of this paper. UT's cache cannot exceed his cache size. Constraint (3)
Stackelberg game is an extension of non-cooperative gafguires that a UT cannot cache more than the size of a

with a bi-level hierarchy. Stackelberg game models a garfigntent.

between two groups of players, namely leaders and folloy- pg Optimization

ers. The leaders have the privilege of acting first while theI Stackelb ¢ lati the BS kes th
followers act according to the leaders’ actions. _hour Stackelberg game formulation, the Bo makes the
first move by determining the unit reward of caching for D2D

We formulate our problem into a single-leader multi ) oo ns to minimize his total cast The total cost”
follower Stackelberg game. The BS acts as the leader and i

UTs are the followers. The BS first announces the unit rewa fnade up of two parts: the reward cost and the serving cost.

r of caching for the purpose of D2D. The UTs then determirﬁ e reward cost S the toj[al amount of rewgrd given to. t.he
. : . o . Ts and the serving cost is the cost of serving all remaining
their caching strategies to maximize their utilities based

the announced reward. The Stackelberg game consists of {V(\alguests of the UTs. We assume that the reward that UT

) . i o receives for serving UTj is proportional to the amount of
sub-problems: the UT sub-game and the BS optimization. content UT: actually serves. Hence, the BS’s total cost is

B. UT Sub-game given by

In the Stackelberg formulation, each UT finds his optimal  ~ _ Z mes [ Z rFT

caching policy based on the unit reward announced by the BS, v I

as well as the caching policy of all other UTs. For the UT sub-

game, every UT intends to maximize his utili§; which is +wsdio HlaX{O, 1- ) IT}L )
the difference of reward received from BS and his total delay ' Jent

cost. The reward a UT receives from the BS is proportional ’

to the total amount of content he serves his neighbors. THE€rew; is the unit serving cost for BS. The serving cost of
caching placement problem of UTis given by BS to serve UTi is proportional to the delay cost between

UT ¢ and the BS.
max U; = Z Z PITsm El — wa Z ps,, D™ (1)  The BS tries to find the optimal unit rewarg that

meM ieN JEN;

meM jeN; meM minimizes the cost’'. Therefore, the optimal rewarding policy
for BS is
.t. Mom < ¢ 2
° m;/lxl m = @ r*o= argm;gC (6)
IxM -
x; € [0,1] () D. Nash Equilibrium of UT Subgame
mo m R G R . We now show the existence of subgame perfect Nash
where Fj; = mm{xi ’max{o’ 1 k=1 x(’@}} s the Equilibrium for the UT sub-game betweei followers.

portion of contentm that UT i serves UT j] via D2D
communication, andv, is the weight of the delay cosD!* Proposition 1. There exists at least one Nash Equilibrium for
is the average delay of UT requesting content:.. We adopt the UT sub-game.

:jh? nota;tiL(J)_r;; in[2] to_define the UT’s (_jelaybcost. The average  pof. The players’ strategy space is a closed bounded
elay o ¢ requesting content: Is given by convex set. Sinc®!™ is a convex function oX [2], the utility
pmt if 2 > 1 function of UT i is concave inx;. The utility function U;
! @ = is also continuous inX. Therefore, the UT sub-game is a
concave game[ [10]. By Schauder fixed-point theorem [11],
i1 ; the existence of Nash Equilibrium in UT sub-game is proved.
U] H m m |
D — D; 2wy, <1 Do, 21 o
k=1 k=1 E. Stackelberg Equilibrium
: The purpose of the proposed game is to reach the Stack-
N, elberg Equilibrium (SE), from which neither the leader (BS)
PN+ if Z 2 <1 nor the followers (UTs) have any incentive to deviate. The SE
Pt or the proposed game is defined as follows.




Definition 1. Letr* be a solution to the BS optimization andpl — p3) > 0, and(z}, 23) = (0, 1) otherwise. That is, when
let x; = x;(r*) be a solution to the UT sub-game of the WT ,» _ |21=7; ‘ wadyo > 0, the UT 1 would cache the content
given the BS reward*. Then,(r*, X*) is SE for the proposed

pi—p3
according to UT 2’s preference. Moreover, since+ z3 < 1
Stackelberg game if for any, X) in the feasible region, the g P T2 =
following conditions are satisfied:

andz? +z3 < 1, we know that UT 2 would cache the content
which is different from UT 1.
C(r*,X*) < C(r, X*), (7 In the second case, i.e:f + 3 <1 andz? + 23 > 1, the
optimization problem in[{9) can be transformed into:
Ui(x},x";,7%) > Ui(xi,x";,7%),Vi e N (8) ) ) . L ) )
IV. SPECIAL CASE WITH TWO UTS AND TWO CONTENTS o Wap1dLa@1 = Pardy — pardy = wapidaz + part

2 2 2 1,2 2

We now consider a special case of two UT¢ & 2) and (wor +1wdp12d1’0)x1 (o = diawapirs = wap)
two contents §/ = 2) to gain some insights into the impact of st.0sz+ar <l (15)
reward value- towards UTs’ caching decisions in our model. Thjs objective function is a linear combination of and
We assume that the two contents have the same sizei€., ;2 \We can easily observe that, the maximum value in the
sz = 1, and the cache size for each UT is 1, i®.=c2 = 1. second case is smaller than or equal to that in the first case.
Here we only investigate the caching policies of UT 1 where e complete the proof. ™
UT 2 has the same properties as UT 1. ) , . . o

First, we rewrite the utility function of UT 1 (UT 2 has theRemark 1. Whenr is small, that is, there is few incentive in

same format), the wireless D2D caching network, then each UT only caches
) the content according to his own interest. Whea very large,
. that is, there are enough incentives, then each UT only cache
m m 1 _ m 1 . . 1
Hax mz::l [p5rmin{af’, 1 - a3} ©) the content according to the interest of the other UT.
wapy* max{(1 — ") di 2, (1 — 27" — 25") d1,0 + x5'd1 2} V. ITERATIVE GRADIENT ALGORITHM
st. xp+ai <1 (10) In this section, we present an iterative gradient algorithm

Then, we have the following properties. (IGA) to obtain the SE for the D2D caching game.

Theorem 1. For the case ofN = 2, M =2, s; = s = 1 Algorithm 1 Iterative Gradient Algorithm
and ¢; = ¢ = 1, the optimal caching policy of UT 1 is as

1: Initialize cache stat&X

follows. L 2: function UT_GAME(X, r)
o 110 <7 < |82y wud o, the optimal caching policy of 3. for each UTi € N and contenin € M do
UT 1 is to completely cache contemt:, which is given  4: gradyr = Yileitd x1) UX)
by 5: end for
mj = arg l?l;%)gplf 11) e UpdateX: zI" <—A9§;" +grad™ x v, Vi € N,m € M
v 7 if 3¢ such that) ', x"s,, > ¢; then
o Ifr> gtgi wads o, the optimal caching policy of UT 8 x; < wx; S0 that cache size constraint is satisfied
1is to completely cache content, which is given by ~ 9 end if .
. i : Repeat steps from 3 to 9 until convergence
m] = arg max p. (12)  11: end function
In both cases, UT 2 caches the content which is not cachéi‘l: function BS_OPT(X, r)
by UT 1. 14:  BS setr =0
Proof: By observing the objective function ifl(9), we only15:  UT_GAME(X, )
need to consider have the following two cases. 16:  Compute BS cos’(X, )
In the first case, i.eql + 2} <1 andz? +22 < 1,the 170 714 r+4,;
optimization problem for UT 1 ir{9) can be transformed into18: ~ Repeat steps from 15 to 17 undl starts to increase
w.rtr

2
max Z (p3'r + wapi'di0)2]" + (di,0 — di,2)wapy" 5’

m=1
— wapdy o (13) The iterative gradient algorithm involves numerous rounds
(14) of interactions between the BS and the UTs. The BS starts
by setting the unit reward to zero and starts the game. At
We can see that, when= 0, then the optimal solution for the followers’ side, the goal is to achieve the sub-game
the above problem i¢z1,27) = (1,0) if pt — p? < 0, and Nash equilibrium. We use gradient projection method toleac
(r1,2%) = (0,1) otherwise. When # 0, the optimal solution the equilibrium point, wherey is the step size. All UTs

is (z1,2%) = (1,0) if (p — p3)r +wadio(pi —p?3) >0 and simultaneously update their cache state. After each upzfate

19: end function

st.0<zp+al<1



cache states;, we have to check whethex; still belongs to B. Baselines and Performance Criteria
the feasible domain. When all UTs’ utilities and cache state o compare the performance of the following caching
converges, the UT sub-game obtains its equilibrium point. q-hames:

The BS computes his total cost based on the cache state o . ) )
UTs. The BS then increases the unit rewaltuy a tiny amount {) E\?\g?)?nnl]y gglrgcglseteoiiih]:;gcésg gt)s tI(E)a((:::crl:JeTe N
A, and proceeds the above interactions iteratively. The BSZ) Greedy Caching Z(GC)' Each UTe A caches His top
total costC' decreases with regard towhenr is small. The '

decrease of BS total cost is due to the changing of caching3 ci favorite contents,
policy of UTs. The UTs are motivated by higher rewards to ) Preference-Aware Caching (PAC): Bach Willocates

p¥ of his cache size for conteit
cache more amount of contents to serve other UTs, and thuﬁ) Flair Caching (FC): Each UT caches the same proportion
reduce the serving cost of BS. This decreasing trend however of every cor?tent ' prop

cannot last fo_r long since the benefits BS can get.from bétter 5) Stackelberg Caching (SC): The proposed caching
cache states is bounded. After a number of iterations, thid ra ;
. . . scheme using Stackelberg game model.
increase of reward cost would finally outstrip the decredse o o } ’ _
serving cost. The BS has to find the point where his total cost!n® perforrpar!gg criteria we consider are the BS’s serving
C ceases to decrease, which is the SE of the proposed gaf@st and UTs’ utilities, given by equation (4).

Note that the UTs' cache state can be initialized using  \umerical Results

different approaches, such as initializing to zero or caghi )
the favorite contents. The choice of initialization mettumes 1) Effect of RewardWe first study the effects of the reward

not affect the convergence in UT Sub-game. In addition, t{ the BS and the UTs using the proposed iterative gradient
values ofs, v andA,. should be sufficiently small to guaranteelgorithm.

the convergence of the algorithm. The evolution of the BS total cost and serving cost is
shown in Figurd 1(). The total cost of BS consists of the
V]. PERFORMANCE EVALUATION reward given to UTs and the cost of serving UTs’ requests.

For the BS serving cost, we observe that it first quickly
In this section, we present the numerical results to evaluatecreases as the unit reward increases. After a few itagtio
the effectiveness of the proposed Stackelberg game model éme decrease in serving cost becomes slower and it evgntuall

the algorithm. decreases to a constant. As the reward gets higher, the @Ts ar
more motivated to cache in favor of D2D, thus reducing the
A. Simulation Setup serving cost from BS. However the margin gain is gradually

diminishing as long as most of the favorite contents of each
have already been cached within his neighborhood.
As for the BS total cost, the trend is similar to that of segvin

For the numerical analysis, we consider a D2D cachi
network with N = 8 UTs andM = 20 contents. Every UT

2‘25 tS_? ﬁ]atmhz Ei(t:vr\llﬁrilz'?;@ef:s,iiéa;fdegiﬂ zc;rr:lrglir;;czteu\;vllth cost when the reward is low. As unit rewardurther increases,
Y . ' R qual, he BS total cost increases approximately linearly. Thidus
and is normalized to one. We also set the weight parametrters S . . .

— 0.5 andw. — 20 0"the diminishing margin gain of BS serving cost and the
Wd =5 Ws = 21 linear growth of BS reward cost.

_Vli/edset. Lhe (:]elay COSS (;f eac(:jh Ea'; Olf UTs tobbe unlfo[Jnery The evolution of average UT utility is shown in Figure 3(b).
picked within the rangg0, 1) and the delay cost between For completeness, we also depict the minimum and maximum

andt thetE.’SDW.'th'r.‘ the ra?glia a, G)h Thethsymlmetnc dglay values of UT utility with error bars. At the start of the game,
cost matrixD is given as follows, where the elemebt, ; is the utilities of all UTs are negative since their utilitiesea

;:r;e dela_y f{:r(])stdb?tweentléﬂ'f\l;d UU"rfO:jj;(: ]BVS+ 1, and entirely delay cost. As the unit reward from the BS increases
,N+1 1S Ine defay cost between Lkland the bo. the utility of each UT increases and eventually becomes

positive.
0816 0 o 2) Comparison of Caching Schemek Figure[2(d), we .
0.806 0.633 0 compare the performance of the proposed Stackelberg Gachin
0.117 0.171  0.298 0 . . . .

D= 0963 0717 0791 0666 0 scheme with the four pasellne schemes in Section VI-B. We
0.017 0.683 0.228 0.521 0.297 0 see that the BS serving cost under the proposed caching
0.090 0.180 0.828 0.798 0.499 0.534 0 : . .

0904 0097 0973 0402 0863 0896 0.879 0 scheme is the lowest among all caching schemes. In particula

2.297 5.398 2.030 3.206 5.947 5.201 3.546 1.040 o) the BS serving cost of the proposed SC is lower than that
of PAC, GC, RCC, and FC by2%, 37%, 68%, and 27%,
We use Zipf distribution[12] to model the request pattern aespectively.
a certain UT. The Zipf parameterdetermines the skewness of For convenience of illustration, we define the UT cost as
the popularity distribution. To characterize the hetermgris the negative of UT utility and depict the UT costs of the
request pattern among UTs, we randomly permutate the fiee schemes in Figurg 2{b). We randomly select two UTs
guest probability vector and assign it to different UTs. and depict their costs as well as the average UT cost for all
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observe that the average UT utility of our proposed scheme approach to content trading in proactive wireless netwbriks Proc.
is larger than that of any other baseline schemes fornall IEEE ISIT, June 2015, pp. 2216-2220.
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In addition, the gain qf UT utility u_nder Stackelb_erg C_acghln pp. 25512567, 2006.
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that the proposed cachina scheme is more beneficial to UTs N-person gamesEconometrica: Journal of the Econometric Socigty.
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Fig. 2: Comparison of different caching schemes.

if UTs’ request pattern is more heterogeneous. [11] K. Goebel and W. A. Kirk,Topics in metric fixed point theary Cam-
bridge University Press, 1990, vol. 28.
VIl. CONCLUSION [12] L. Breslau, P. Cao, L. Fan, G. Phillips, and S. Shenkefely caching

) o and Zipf-like distributions: evidence and implications;’ Proc. IEEE
In this paper, we address the cost minimization problem for INFOCOM March 1999.

the BS by introducing an incentive mechanism to encourage
more content sharing among UTs. We formulate the conflict
among UTs, as well as the tension between BS and UTs
as a Stackelberg game. The BS determines the rewarding
policy to minimize his total cost. On the other hand, each UT
aims to maximize his utility by choosing his caching policy.
We show the existence of the equilibrium and propose an
iterative gradient algorithm (IGA) to obtain the Stacketpe
Equilibrium. We also study the impact of incentives on caghi

strategies analytically for a special case. We compare the
performance of the caching scheme at SE with four baseline
caching schemes with no incentives. We show that the caching
scheme under the proposed incentive mechanism performs
better than other baseline schemes in terms of lower BS
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