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Abstract—Network virtualization allows the co-existing of log-
ical networks (virtual networks) on physical network (substrate
networks). Virtual Network (VN) reliability is a critical problem
for end-users and service providers. It aims to ensure service
continuity even upon failure. As more and more VNs are
created over substrate networks (SN), the failure of a single
SN component may lead to the failure of many VNs. Thus, the
VN reliability issue is becoming more and more critical. VN
reliability can be enhanced in two ways: (1) by failure recovery
(post-failure) with protection and/or restoration methods; (2) by
failure avoidance with the selection of most reliable components
at the network topology setting phase. Traditional virtual network
embedding (VNE) methods are mainly focused on bandwidth
optimization. In this paper, we focus on the reliability issue.
We propose VNE methods which take into account the failure
probability of SN components with a failure-avoidance approach,
in order to minimize the VN failure probability. Our heuristics
are based on the use of Steiner Minimal Tree (SMT). Simulations
results confirm that our heuristics provide better reliability
against traditional VNE with bandwidth as sole target, and, in
case of failure of a SN component, reduce the number of affected
VN.

I. INTRODUCTION

Network virtualization [1] provides new functionalities be-
yond traditional services. An important step of network virtu-
alization is to establish virtual network (VN) above substrate
network (SN). This is referred as virtual network embed-
ding (VNE). The VNE problem aims to find a mapping from
the VN to SN in a way that objectives are optimized and
constraints are satisfied.

With network virtualization, VN can be set in a flexible
manner. A VN can be embedded with various mapping topolo-
gies to the underlying SN, in order to satisfy various criteria
(bandwidth utilization, reliability, etc.). This is quite different
from the setting of a traditional (physical) network: once the
mapping to the underlying network is set, the topology evolves
rarely due to expensive cost of modification.

Network fails for various reasons, like bottlenecks, software
attacks, natural disasters, etc. A failure of a single physical
element (node, link) may result in major disruption involving
several VN services. To avoid such scenarios which induce
severe penalties (monetary and reputational) for the service
provider (SP), this latter should provide reliable VNs capable
to deal with failures [2].

Various techniques are developed for reliability. These tech-
niques can be grouped in two categories: (1) failure-recovery

and (2) failure-avoidance.

Failure-recovery techniques [3][4] consist to repair the
affected VNs after the failure occurrence by determining a
backup routing. Protection mechanisms pre-compute backup
paths before the failure occurs, whereas restoration performs
backup path computation upon failure occurrence. Generally,
protection pre-reserves resources for the backup paths to
guarantees enough resources upon failure and to ensure service
continuity.

Failure-avoidance techniques [5] try to provide a primary
routing which is determined in a way that failures affect
as little as possible the network. Such techniques generally
determine routes which bypass the network components which
are statistically the most vulnerable to failures.

In this paper, we aims at proposing a novel failure-avoidance
oriented approach for VN embedding. Considering that several
VN can share a single SN component, our goal is to set up
VNs which are natively more reliable, in order to minimize
the frequency of the activation of failure recovery mechanisms.
Actually, the latter would induce extra costs and delay. Our
solution is complementary to, and compatible with, failure
recovery mechanisms (restoration/protection).

Technically speaking, our approach is based on a primary
consideration on VNE with infinite bandwidth. It happens
when the physical resources are much larger than the logical
requests. We modeled this VNE problem as a classical SMT
(Steiner Minimal Tree) problem. This starting point allows us
to consider the more realistic scenario of VNE with limited
bandwidth. This problem is formulated as an Integer Linear
Program (ILP) problem for which we propose SMT-based
heuristics.

The rest of this paper is organized as follows. Section II
presents the problem and the related work. Section III and
IV present our solutions. The evaluation results are shown in
section V. Section VI concludes this paper.

II. POSITION OF PROBLEM AND RELATED WORK
A. Position of problem

With the following example (Figure 1), we show that
different VNE strategies lead to different use of SN resources
and, consequently, different level of reliability. The virtual
network consists of 3 nodes {A, B,C} and 2 virtual links
{A — B,B — C} (Figure 1(a)). Both virtual links demand
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Fig. 1: virtual network embedding

8 units of bandwidth. The substrate network (Figure 1(b)) is
composed of 8 nodes and 9 links. Each link is associated with
a pair of values (residual bandwidth, link failure probability).
We assume that the node mapping is: b — A, f — B and
¢ — C. If the main criterion is bandwidth optimization, a
plausible mapping is given by the dotted line. A mapping
taking into account the failure probability is given in Fig-
ure 3. The VN failure probability of the former mapping is
1—(1—10"%)%(1 — 107°)3, which is higher than the latter
1—(1—107°)* . This example suggests that the failure of SN
components should be specifically taken into account in VNE
problem for reliability. This is the focus of our paper, actually,
the second mapping is provided by one of our heuristics.

B. Related work and our direction

Existing VNE framework [6] mainly concentrate on band-
width oriented solution. A typical VNE problem can be solved
in 2 stages, node mapping and then link mapping [7][8]. To
address the lack of cooperation, one stage VNE solution are
proposed in [9][10]. At our best investigation effort, we have
found few VNE method dealing with failure avoidance. In [5],
SN and VN is composed of access nodes and backbone nodes.
Bee colony heuristic is applied to embed backbone nodes in
order to avoid older equipements.

A probabilistic model is proposed in [11] to deal with
Shared Risk Link Group (SRLG) failure. They formulated the
problem as Non-linear Program and propose several approx-
imations to solve it. In elastic optical networks[12], virtual
links are mapped to the most reliable joint link path (primary
and backup). All the possible mapping orders are computed,
so it is difficult to apply in large networks. The work of [5]
combines VNE and failure avoidance.

Since existing solutions are designed for different underly-
ing networks, there is few avoidance oriented method for VNE.
In this paper, we propose a novel failure avoidance method

which embeds VN to a tree-like topology. Our method is
compatible with any failure recovery method and it is efficient.

III. INFINITE BANDWIDTH PROBABILISTIC SOLUTION

In the rest of the paper, as we are interested solely in VN
failure frequency (recovery process activation frequency), we
assume that a VN survives only if none of its substrate links
is affected by a failure. As our method is compatible with
restoration/protection, we assume that failures are eventually
recovered, so that the affected VNs are not withdrawn. Be-
sides, we focus solely on the failure of links. Actually, the joint
consideration of both node and link mapping would create an
additional degree of difficulty of VNE.

Below, we first introduce our network model and then
maximize the reliability of VN when the link capacities are
much larger than VN requests.

A. Network model

A Substrate Network is modeled as a connected undirected
graph G®=(N* L), where N9 is the set of substrate nodes
and L° is the set of substrate links. Each substrate node
n® € N is associated with a CPU capacity cpu(n®) and a ge-
ographic location loc(n®). A substrate link /,,,, between node
m and n is associated with a bandwidth capacity bw({,,,) and
a failure probability P,,,. We assume that link failures are
independent. For the case of infinite bandwidth probabilistic
solution, we set the bandwidth capacities of links to infinite.

Similar to the substrate network, virtual network is also
modeled as an undirected graph GV = (NV,LV). NV, LV,
cpu(n?), loc(n¥) and bw(l¥) have the same signification as
those in substrate network. We denoted M() as the node
mapping function. The embedding substrate nodes form N3y;.
Link mapping stage embeds the virtual links to a subset of
substrate links denoted by L7,.

B. Objective function

Given a VN request GV, we define a set of binary vari-
ables X,,,, denoting whether ,,,, is used to embed G":

L, lpn € L5
Ko =400 €T e g (1)
0, lmn ¢ LM
The surviving probability P.S(X) of a VN is given by:
Imn€LS

To optimize the reliability, (2) should be maximized. Instead
of maximizing the non linear function (2), it is more easy to
look for a new linear function that is optimal for the same
solution X™* as (2).

To determine such linear function, we apply logarithm
function to (2):

log PS(X) = > log(1— PpnXmn)

lmn€LS
= Z log(1 — Prn) Xmn

lymn €LS

3)
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Fig. 2: Steiner tree solution

as 10g(1 — PynXmn) is equal to log(1 — Py )Xy for any
lyn. Recall that (2) and (3) are maximized for the same
solution X *. Instead of maximizing (3), we chose to minimize
—log PS(X). The final objective function is described below:

> [—log(1 -

lmn€LS

By associating a cost Cy,,, = —log(1 — P,,,,) to each link
lmn, we deduce that the optimal solution of (4) corresponds
to the least cost subs-network (in terms of C',,) which spans
all the nodes in Ny

C. Steiner minimal tree solution

At VNE link mapping stage, we recall that the substrate
nodes (IV j\?) which support virtual nodes via a node mapping
function M are known. Ny, is a subset of N¥. For the case of
substrate links with infinite bandwidth capacities, the objective
can be reduced to find a connected sub-graph spanning N3
with minimal cost C,,,. This is a classical NP-hard problem,
called Steiner minimal tree problem in graph (SMT), where
N3y, is the set of Steiner nodes.

Some efficient heuristics have been proposed. Among them
we cite KMB [13]. KMB first constructs a complete graph of
Steiner nodes where the links correspond to the shortest paths
in substrate network. Finding the minimal spanning tree on
the complete graph and deleting the loops (if necessary), we
determine the final KMB tree which is at worst twice more
costly than the Steiner tree.

Given SMT topology, each virtual link can be embedded to
one and only one substrate path. This link mapping minimize
the VN failure probability. For our example in Figure 1, Steiner
tree solution is shown in Figure 2. Recall that the residual
bandwidth constraint is ignored. The VN is mapped to {c —
b,b—e,e — f}. The failure probability is 1 — (1 — 107°)3.

IV. LIMITED BANDWIDTH PROBABILISTIC SOLUTION

In this section, we consider limited bandwidth capacities
and add the admission control of bandwidth. Since failure
probability and bandwidth are often orthogonal criteria, we
try to optimize the probability of VN failure without breaking
the bandwidth constraint.

(50,10"*) -- residual bandwidth: 50 link failure probability: 104

Fig. 3: Limited bandwidth solution

For VN request with (1) constant number of links and
(2) small bandwidth demands, the solution to the limited
bandwidth probabilistic model corresponds also to Steiner tree,
thus the limited bandwidth version is also NP-hard. Note that
the solution of the limited bandwidth version is not a tree
because of admission control on links. Below, we formulate
the problem as an ILP and then give some efficient heuristics
to solve it.

A. Exact ILP formulation

Our formulation doesn’t allow path splitting. The formula-
tion is shown below:
Variables:
AB. A binary variable denoting that virtual link /4%
is routed on the substrate link [,,,,,.

e X,.,: See Equation (1).

Objective:

Minimize:

[—log(1 — Prnp)] Xn +€ ( £E+ ;2175)
> > X

lmn€LS lyn €LS IABELY
&)

Subject to:

1, m=M(A4)

AB _ gABy _ )

n oo otherwise

m = M(B)

VIAB e LV (6)

> (

neNSs -1,

> bw(*P)(fal +

IABeLV
> |

IABc LV

ABY < Ryny, Ylwn € L5 (7)

nm

AB+

. + Frim) < BXonn ®)

o The objective function (5) minimize the probability of
substrate network failure (Formula 4). The second term
avoids the path repetition. € is a small constant.

« Equation (6) is the flow conservation constraint.

« Inequality (7) is the capacity constraint.

e [ is a constant greater than the maximum number of
VN links. Inequality (8) guarantees that if there exists an
amount of flow on l,,,,,, X,,, would be 1.



Algorithm 1: baseline heuristic

Algorithm 2: reinforced heuristic

Input : virtual network request GV (NV, LV)
Output: link mapping solution

1 begin

2 foreach [V in LV do

3 compute probability-based shortest path cost c¥
on G° without bandwidth constraint;

4 end

5 foreach [V in ascending order cost do

6 Determine a probability-based shortest path 7 for
V. All the substrate links in 7 must verify the
constraints of bandwidth

7 if = NULL then

8 free pre-allocated resources;

9 return no solution;

10 end

11 else

12 foreach [° in w do

13 pre-allocate bandwidth resource;

14 set probability cost Cjs of link [° to 0;

15 add 7 to the solution;

16 end

17 end

18 end

19 return solution;

20 end

For the mapping problem described in Figure (1), ILP
determines the solution shown in Figure (3). The two virtual
links cannot cross {b — e} at the same time because of
bandwidth constraint (8 + 8 > 12). B — C' is embedded to
{c—d—e— f}, whereas A— B is mapped to {a—e— f}. The
probability of VN failure is equal to 1 — (1 —1075)%, which is
lower than that of Figure 1. This solution minimizes the VN
failure probability and respects the bandwidth constraint.

B. Heuristics

The ILP formulation is not scalable since it treats a NP-hard
problem. Here, we propose heuristics which are inspired by
KMB algorithm. Our heuristics use the shortest paths between
Steiner nodes. However, only the shortest paths for pairs of
Steiner nodes which support extremities of an existing virtual
link are computed. Note that the resources allocated to a
substrate path has incidence on the computation of paths.
Thus, the sequence of link mappings impacts the final solution.
Below we propose 2 heuristics to provide reliability for VNs.

1) baseline: in the basic Algorithm 1, we sort the virtual
links according to their costs without taking into account the
bandwidth constraint (line 3). Thus, virtual links are mapped
one by one in their ascending order of cost (line 5). Substrate
paths are computed so that they minimize the probability-
based cost while verifying the bandwidth constraint (line 6).
If no substrate path is determined to accommodate the traffic
of a virtual link, we consider that the link mapping has no
solution (line 7-9).

Input : virtual network request GV (NV, LV)
Output: link mapping solution

1 begin

2 | ULY « LV,

3 cost < oo, m* < NULL; I* + NULL;

4 | while ULV # 0 do

5

6

foreach [* in LV do

Determine a probability-based shortest path m

for [V. All the substrate links in 7 must verify

the constraints of bandwidth
7 if m = NULL then

free pre-allocated resources;
return no solution;

10 end
1 if C(m,1”) < cost then
12 cost = C(m,1");
13 ™ =T.
14 * =10
15 end
16 foreach [° in 7 do
17 pre-allocate bandwidth resource;
18 set probability cost Cjs of link [° to €;
19 end
20 delete [* from ULV;
21 add (I*,7*) to solution;
22 end
23 end
24 return solution;
25 end

Similar to the Steiner tree, it is better to re-use substrate
links. Thus, once a virtual link is mapped to a substrate path,
the costs of substrate links on this path are set to zero (line
14) so that the next mappings privilege these links.

Note that the complexity of our basic heuristic is
O(|LV| |[N®|log|N®|), where |[N| is the cardinality of sub-
strate nodes set and |L"| is the cardinality of virtual link set.

2) reinforced: the mapping performed by baseline heuristic
is solely driven by links concentration and has no consideration
on bandwidth optimization. Thus, at each iteration, it tends
to re-use substrate links which have already been used for
previous set of virtual links to set up the current virtual link,
because this will not induce additional failure cost. As a result,
compared to bandwidth-oriented VNE, the baseline heuristic
leads to longer links paths consuming more bandwidth re-
sources.

The reinforced heuristic (see Algorithm 2) is developed to
correct this drawback. We no longer set a fixed order among
substrate links. At each iteration, the least costly virtual link is
mapped. In addition, we design a new cost function, C'(7,[?),
which takes also into account the bandwidth, along with the
failure probability:



bw(l’) — (L)

C(ﬂ-vlv) =Cs(m) — (LV)

(LV) is the average of bandwidth demands of a VN. p is a
positive constant which controls the importance of bandwidth.
This cost is inversely proportional to the bandwidth demand,
so virtual links with high bandwidth demands are privileged.
Virtual links with low demands are more likely to re-use the
mapped links, which reduce the side effect.

Furthermore, if we have 2 shortest paths with the same cost,
one of them re-uses some substrate links and the other not.
To better balance the load, we propose to avoid the re-use of
substrate links which don’t reduce the failure probability. To
achieve this purpose, the cost of a used link (line 18) is set to
a small constant ¢ instead of 0. The complexity of reinforced
heuristic is O(|LV|* | N5|log|N5|).

V. PERFORMANCE EVALUATION

We implemented a discrete event simulator to evaluate the
performances of our proposals. The optimization problem
is solved by IBM CPLEX library. Since we are basically
interested in link mapping, all the evaluated methods work
with the same node mapping described in [7].

A. Evaluation environment

The substrate network (50 nodes, 120 links) is generated by
GT-ITM tool [14]. The CPU capacity of each node is randomly
chosen in [100, 150]. The bandwidth capacity is randomly
selected in [100, 150]. The failure probability of substrate links
follows a uniform distribution over the interval [0, 2 x 107°].

The virtual networks are also generated by GT-ITM tool.
The virtual nodes of each VN follow a uniform distribution
between 3 and 10. The virtual nodes are interconnected
with probability 0.4. The CPU and bandwidth demands are
uniformly chosen in [0, 20].

The VN request arrival process is Poisson with arrival rate
A€ (1...8) per 100 time units. The life time of each VN
follows an exponential distribution with an average of 1000
time units. Each simulation lasts for 100000 time units.

B. Comparison

Through the numerical studies, we mainly want to assess
the advantage as well as shortcoming of our methods versus
traditional bandwidth-oriented VNE methods. We compared
the following methods:

(i) baseline: our baseline heuristic (Section IV-B1),
(ii) reinforced: our reinforced heuristic (Section 1V-B2),
(iii) exact: the ILP solution provided by CPLEX which acts
as the bottom line reference,
(iv) bw: a basic shortest path method for virtual network
embedding which optimizes the bandwidth. It is our
comparison reference.

More precisely, we want to examine the following points:

(i) What is the VN acceptance ratio, which is the overall
indicator of resources utilization.

(i) What is the probability of failure for each method: a VN
provider should give this assessment.
(iii) What is the impact of a failure: a VN provider should
have a clear idea on it to assess the failure risk.
For this, we chose the following metrics:
o Acceptance ratio of VN request: the number of the
accepted VN requests over the number of the total arrived
VN requests.
e Total revenue: The revenue of a VN corresponds to the
weighted sum of bandwidth and CPU:

Z =0 Z bw(l”) + « Z cpu(n”)
lveLV nveNV
where « and 3 correspond respectively to the unit revenue
for cpu and bandwidth.

e VN failure probability: A VN survives if none of its
virtual link fails. We deduce the failure probability Pgv
ofa VN (GY): Pgo = 1— I, czs, (1= Pun), where
Lgv is the set of substrate links on V\C/;hich GV is mapped.

o Average number of affected VNs: A single substrate link
failure affects all of the virtual networks using the failed
link. This metric counts the number of affected VNs for
each failure event.

C. Result analysis

In terms of acceptance ratio, our heuristics are surely
less efficient than the bandwidth-oriented method. The good
news is that the difference is quite limited unless in case of
heavy load. Figure 4 and 5 show that, at low network loads
(A < 4), our methods achieve more than 95% of mapping
task compared to bw. This percent falls to 80% for heavy
load (A > 4).

Our approach of failure-avoidance does work. Actually, Fig-
ure 6 shows that there is a significant reliability enhancement
carried by our method versus the bandwidth-oriented VNE,
from about 60% for low network load till 20% for heavy load.

Our heuristics also limit the failure impact. Actually, as
given by Figure 7, the number of impacted VN produced by
bandwidth method in case of failure is always higher than
those obtained with our method.

Now, let us take a closer look at the difference between
our two methods. As shown by Figures 6 and 7, rein forced
outperforms baseline. Our rein forced method takes advan-
tage of the dynamic metric model and it is closer to exact
(the reference optimal value) than baseline. We also want to
point out that for the acceptance ratio and revenue in Figures
4 and 5, our two heuristics get the same performance as that
provided by ezact.

VI. CONCLUSION

Virtual networks are being more and more used as a major
component for network architecture. A single component of
SN may be used to support a large number of VNs, and, con-
sequently, its failure may have a large impact on the reliability
of these VNs. Failure recovery strategies can be applied to VN
protection. However, the activation of these strategies induces
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cost and delay, and, there is always communication disruptions
before recovery.

In this paper, we presented our approach of a novel VNE
scheme, which takes into account the failure probability of the
underlying SN components, with the strategy of avoiding the
worst components if possible. In this way, our method tries to
provide a natively more reliable virtual network by minimizing
its failure probability. Simulations results confirm that our
method does achieve our design goal, against traditional VNE
with bandwidth as sole target. By applying our method, at the
price of a slightly lower acceptance ratio, a VN provider can
exhibit a better reliability for each single VN instantiation. In
case of failure of a SN component, the number of affected VN
will also be reduced.
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