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Abstract—Symbol synchronization refers to the estimation
of the start of a symbol interval and is needed for reliable
detection. In this paper, we develop a symbol synchronization
framework for molecular communication (MC) systems where
we consider some practical challenges which have not been
addressed in the literature yet. In particular, we take into
account that in MC systems, the transmitter may not be
equipped with an internal clock and may not be able to emit
molecules with a fixed release frequency. Such restrictions hold
for practical nanotransmitters, e.g. modified cells, where the
lengths of the symbol intervals may vary due to the inherent
randomness in the availability of food and energy for molecule
generation, the process for molecule production, and the release
process. To address this issue, we propose to employ two
types of molecules, one for synchronization and one for data
transmission. We derive the optimal maximum likelihood (ML)
symbol synchronization scheme as a performance upper bound.
Since ML synchronization entails high complexity, we also
propose two low-complexity synchronization schemes, namely a
peak observation-based scheme and a threshold-trigger scheme,
which are suitable for MC systems with limited computational
capabilities. Our simulation results reveal the effectiveness of the
proposed synchronization schemes and suggest that the end-to-
end performance of MC systems significantly depends on the
accuracy of symbol synchronization1.

I. INTRODUCTION

Recent advances in biology, nanotechnology, and

medicine have enabled the possibility of communication

in nano/micrometer scale environments [1]–[3]. Employing

molecules as information carriers, molecular communication

(MC) has quickly emerged as a bio-inspired approach for

man-made communication systems in such environments. In

fact, calcium signaling among neighboring cells, the use of

neurotransmitters for communication across the synaptic cleft

of neurons, and the exchange of autoinducers as signaling

molecules in bacteria for quorum sensing are among the

many examples of MC in nature [1].

A. Prior Work on Synchronization in MC

One of the crucial requirements for establishing a reliable

communication link is symbol synchronization where the start

of a symbol interval is determined at the receiver. Most works

available in the literature on MC assume perfect symbol

synchronization for data detection, see e.g. [2], [4], [5]. First

studies for establishing a synchronization mechanism in MC

have been conducted in [6]–[11]. In particular, in [6]–[8],

the authors proposed a scheme for synchronizing multiple

molecular machines as a means to enable the collaborative

achievement of a common task, e.g., synchronization via

quorum sensing among bacteria to coordinate their behavior.

Symbol synchronization was investigated in [9]–[11]. In [9]

1This paper has been accepted for presentation at IEEE ICC 2017.

and [10], the authors proposed a two-way message exchange

mechanism between the transmitter and the receiver where

constant frequency and delay offsets between the clocks of

the transmitter and the receiver are estimated and corrected.

However, to achieve high performance, the synchronization

protocols in [9] and [10] require several rounds of two-way

message exchange between the transmitter and the receiver

which leads to a huge overhead considering the slow propa-

gation of molecules in MC channels. Futhermore, for cases

when flow is present in the entvinronment e.g. in the direction

from the transmitter to the receiver, it may not be possible to

establish a feedback link from the receiver to the transmitter.

To reduce the synchronization overhead, the authors in [11]

proposed a blind synchronization scheme based on a sequence

of data molecules observed at the receiver. However, in [11],

the clocks of the transmitter and the receiver are assumed to

have identical frequencies and only a constant clock offset

may exist.

B. Our Contributions

In this paper, we aim to develop a new symbol synchro-

nization framework by taking into account some practical

challenges of MC systems which have not been addressed in

[9]–[11]. In particular, in [9]–[11], similar to wireless commu-

nications [12], it is assumed that the nodes are equipped with

internal clocks and accurate oscillators. Thereby, the problem

of synchronization was reduced to the elimination of possible

frequency and delay offsets between the clocks. Furthermore,

in [9]–[11], it is assumed that the transmitter emits molecules

with a perfect release frequency, i.e., the symbol durations

are constant and identical. However, in a real MC system, the

transmitter will be a biological or electronic nanomachine, e.g.

a modified cell, which controls the release of the information

molecules into the channel using e.g. electrical, chemical, or

optical signals [1], [13]. Because of the inherent randomness

in the availability of food and energy for molecule generation,

the process for molecule production, and the release process,

see [1, Chapters 12 and 13], the lengths of the symbol intervals

may vary in practical MC systems.

To cope with the aforementioned practical challenges, in

this paper, we develop a symbol synchronization framework

for MC where the transmitter is not necessarily equipped

with an internal clock nor restricted to release the molecules

with a constant frequency. To enable symbol synchronization,

we employ two types of molecules, one for synchronization

and one for data transmission. We first derive the optimal

maximum likelihood (ML) symbol synchronization scheme

as a performance upper bound for the proposed synchro-

nization framework. Since ML synchronization entails high

complexity, we also propose two low-complexity synchroniza-
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Fig. 1. Block diagram of the considered MC setup. The molecules released by
the transmitter for information transmission and synchronization are shown
as blue circles and red squares, respectively.

tion schemes, namely a peak observation-based (PO) scheme

and a threshold-trigger (TT) scheme, which are suitable for

MC systems with limited computational capabilities. Our

simulation results reveal the effectiveness of the proposed

synchronization schemes and suggest that the end-to-end

performance of MC systems significantly depends on the

symbol synchronization accuracy.

Notations: We use the following notations throughout this

paper: E{·} denotes expectation and | · | represents the

cardinality of a set. ⌈x⌉ denotes the ceiling function which

maps real number x to the smallest integer number which is

larger than or equal to x. P(λ) denotes a Poisson random

variable (RV) with mean λ and fP(x, λ) = λxe−λ

x! is the

probability mass function (PMF) of a Poisson RV with mean

λ.

II. SYSTEM AND SIGNAL MODELS

In this section, we first present the MC system model

considered in this paper. Subsequently, we introduce the signal

models used for synchronization and data transmission.

A. System Model

We consider an MC system consisting of a transmitter, a

channel, and a receiver, see Fig. 1. The transmitter releases

two types of molecules, namely type-A and type-B molecules,

where type-A molecules are used for information transmission

whereas type-B molecules are employed for synchronization.

The released molecules diffuse through the fluid medium

between the transmitter and the receiver. The movements of

individual molecules are assumed to be independent from each

other. Furthermore, we assume that molecules of types A
and B have idential diffusion coefficients denoted by D [2].

We consider a spherical receiver whose surface is partially

covered by two different types of receptors for detecting type-

A and type-B molecules, respectively [4]. Molecules which

reach the receiver can participate in a reversible bimolecular

reaction with receiver receptor proteins. Thereby, the receiver

treats the time-varying numbers of bound type-A and type-

B molecules as the received signals for data detection and

synchronization, respectively.

The MC channel is characterized by the following two

quantities. i) The expected number of type-x molecules bound

to the corresponding receptors at the receiver at time t
due to the release of molecules by the transmitter in one

symbol interval starting at t = 0, which is denoted by

Px(t), x ∈ {A,B}. ii) The expected number of external

noise molecules bound to the receptors at any given time,

denoted by zx, x ∈ {A,B}. In general, Px(t), x ∈ {A,B},

depends on the release mechanism at the transmitter, the MC

environment, and properties of the receiver such as its size, the

number receptors, etc. For instance, assuming instantaneous

molecule release and a point source transmitter, expressions

for Px(t) can be found in [4] for a general reactive receiver

and in [5] for an absorbing receiver. On the other hand, the

external noise molecules originate from other MC links or nat-

ural sources which also employ type-A or type-B molecules.

We emphasize that the synchronization and detection schemes

proposed in this paper are general and are applicable for any

given expression of Px(t) and any value of zx. For future

reference, we refer to SNRx =
maxt≥0 Px(t)

zx
, x ∈ {A,B}, as

the signal-to-noise ratio (SNR) for type-x molecules.

B. Signal Model

Let a[k] ∈ {0, 1} denote a binary data symbol in the k-th

symbol interval. The transmitter wishes to continuously send

data symbols; however, the release time of the molecules at

the transmitter may vary from one symbol interval to the next

due to variations in the availability of food and energy for

molecule generation, the rate for molecule production, and

the release process over time, see [1, Chapters 12 and 13]. To

model the aforementioned effects, let ts[k] ∈ T [k] denote an

RV whose realization specifies the start of the k-th symbol

interval where T [k] is given by

T [k] = [ts[k − 1] + Tmin, ts[k − 1] + Tmax]. (1)

The duration of the k-th symbol interval is the time elapsed

between ts[k] and ts[k + 1]; hence, in (1), Tmin and Tmax

are in fact the minimum and maximum possible lengths of

a symbol interval, respectively. In other words, the length of

each symbol interval is an RV in [Tmin, Tmax]. Note that the

symbol rate of the considered MC system, denoted by R, is

bounded by 1
Tmax ≤ R ≤ 1

Tmin .

To establish symbol synchronization, at the beginning of

each symbol interval, the transmitter releases NB type-B
molecules. Moreover, depending on whether a[k] = 1 or

a[k] = 0 holds, the transmitter releases either NA or zero

type-A molecules, respectively, i.e., ON-OFF keying modu-

lation is performed [2]2. To model the received signal, we

assume that the receiver periodically counts the numbers

of information and synchronization molecules bound to the

respective receptors on its surface with a frequency of ∆t
seconds. Therefore, time can be discretized into a sequence of

observation time samples tn = (n−1)∆t, n = 1, 2, . . . , at the

receiver. Moreover, let us define rx(tn) as the number of type-

x molecules bound to the respective receptors at sample time

tn. Since at any given time after the release of the molecules

by the transmitter, the molecules are either bound to a receptor

or not, a binary state model applies and the number of bound

2In real MC systems, the number of molecules released by the transmitter
may not be constant and may also vary from one symbol interval to the
next. For simplicity, in this paper, we assume that the transmitter waits until
a sufficient number of molecules is available and then releases exactly NB

synchronization and/or NA information molecules, respectively. In future
work, we will extend the proposed synchronization schemes to account for
varying numbers of released molecules.



ts[k − 1]

t

ts[k + 1]

Tmax

Tmin T ow

ts[k] ∈ T [k]

Fig. 2. Illustration of assumptions A1 and A2 adopted for the development
of the symbol-by-symbol ML synchronization problem.

molecules follows a binomial distribution. We note that the

binomial distribution converges to the Poisson distribution

when the number of trials is high and the success probability

is small [14]. These assumptions are justified for MC since the

number of released molecules is typically very large and the

probability that a molecule released by the transmitter reaches

the receiver is typically very small [15]. Therefore, rx(tn) can

be modeled as follows [15]

rx(tn) = P(r̄x(tn)), x ∈ {A,B}, (2)

where r̄x(tn) = E{rx(tn)} is given by

r̄A(tn)=
∑

∀k|ts[k]≤tn

a[k]PA (tn − ts[k]) + zA, (3a)

r̄B(tn)=
∑

∀k|ts[k]≤tn

PB (tn − ts[k]) + zB. (3b)

III. PROPOSED SYNCHRONIZATION FRAMEWORK

In this section, we develop optimal and suboptimal syn-

chronization schemes based on the communication setup

introduced in Section II. We further discuss the a priori

information about the MC channel required for the proposed

synchronization schemes, the adopted detection schemes, and

possible extensions of the proposed synchronization frame-

work.

A. Optimal ML Synchronization

Our goal is to determine the start of each symbol interval,

i.e., ts[k], based on the received signal for type-B molecules,

i.e., rB(tn), ∀tn. Joint ML symbol synchronization of several

consecutive symbol intervals is very complicated due to the

multi-dimensional nature of the corresponding ML hypoth-

esis test. Therefore, the main challenge on which we focus

here is to formulate an ML problem for symbol-by-symbol

synchronization which is numerically tractable. To this end,

we introduce two assumptions which enable us to formulate

an ML problem for estimating ts[k] without knowledge of

ts[k
′], k′ > k. Before presenting these assumptions, let us

first define T ow as the size of the observation window used

to compute the ML metric for each hypothesis time t for

ts[k], i.e., observation samples tn ∈ [t, t+ T ow] are used for

hypothesis test t.

A1: We assume that T ow ≤ Tmin holds which ensures that

the ML metric for the correct t, i.e., t = ts[k], is not

influenced by the value of ts[k + 1].
A2: We assume that ts[k + 1] /∈ T [k] holds which leads to

the condition Tmax ≤ 2Tmin. We note that if ts[k+1] ∈
T [k] can occur, t = ts[k+1] may be selected as the ML

estimate for the k-th symbol interval.
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Fig. 3. Illustration of the proposed ML synchronization scheme. The details
of the adopted simulation setup and the corresponding simulation parameters
are given in Section IV and Table II, respectively.

The above assumptions are schematically illustrated in

Fig. 2. Based on assumptions A1 and A2, the ML problem

can be mathematically formulated as

t̂MLs [k]= argmax
∀t∈T [k]

t+T ow

∏

tn=t

fP
(

rB(tn), r̄B(tn)|ts[k] = t
)

, argmax
∀t∈T [k]

ΛML
B (t). (4)

In (4), it is assumed that the observations rB(tn) at differ-

ent time instances are independent such that the likelihood

function over observation window tn ∈ [t, t + T ow] can be

factorized into the likelihood functions for each time instance

tn, i.e., fP
(

rB(tn), r̄B(tn)|ts[k] = t
)

. Moreover, for a given

hypothesis t for ts[k], assuming that the ML estimate of

symbol interval k′ < k was correct, r̄B(tn) is given by (3).

Maximizing ΛML
B (t) is equivalent to maximizing ln(ΛML

B (t))
since ln(·) is a monotonically increasing function. Hence, the

ML problem in (4) can be rewritten as

t̂MLs [k] = argmax
∀t∈T [k]

ln(ΛML
B (t)) (5)

= argmax
∀t∈T [k]

t+T ow

∑

tn=t

[

rB(tn)ln(r̄B(tn))− r̄B(tn)− ln(rB(tn)!)
]

.

Although the problem in (5) does not lend itself to a simple

elegant closed-form solution, we can still find the optimal

ML solution numerically using a one-dimensional search and

employ it as a benchmark scheme to evaluate the performance

of the proposed suboptimal protocols, cf. Section IV. Fig. 3

illustrates an example scenario for ML synchronization for

five consecutive symbol intervals. In Fig. 3, we choose the

starts of the symbol intervals as ts[k] = [0, 1.2, 2, 3, 4.2] ms,

i.e., the transmitter does not release the molecules at a fixed

frequency. The proposed ML synchronization scheme is able

to efficiently determine the starts of the symbol intervals for

the set of parameters considered in Fig. 3.

B. Suboptimal Low-Complexity Synchronization

The proposed ML synchronization scheme provides optimal

symbol synchronization at the cost of a high computational

complexity which may not be affordable for implementation

at nanoscale. Therefore, in this subsection, we propose two

suboptimal low-complexity synchronization schemes which

may be preferable for implementation in simple nanoreceivers.
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Fig. 4. Illustration of the proposed PO synchronization scheme. The details
of the adopted simulation setup and the corresponding simulation parameters
are given in Section IV and Table II, respectively.

1) Peak Observation-based Synchronization: Recall that

the ML synchronization scheme optimally takes into account

all samples within the observation window tn ∈ [t, t + T ow]
for each possible hypothesis t ∈ T [k] in order to estimate

ts[k]. To reduce the complexity of ML synchronization, we

propose to estimate ts[k] based on only the peak observation.

To formally present the proposed PO synchronization scheme,

let us first define constant tp = argmaxt≥0 PB(t). Thereby,

the set of expected time instances where the peak observation

for the synchronization molecules in symbol interval k can

occur is given by

T p[k] = [ts[k − 1] + Tmin + tp, ts[k − 1] + Tmax + tp]. (6)

Hereby, we propose a PO symbol synchronization scheme

which estimates the start of the symbol intervals as follows

t̂ps[k] =
[

argmax
tn∈T p[k]

rB(tn)
]

− tp. (7)

In Fig. 4, the above PO synchronization scheme is schemati-

cally illustrated for the same example as considered in Fig. 3.

While the complexity of the PO synchronization scheme

is considerably lower than that of the ML synchronization

scheme, as will be shown in detail in Section IV, the cor-

responding performance loss may also be significant. This

motivates us to propose a TT synchronization scheme which

is also relatively simple, but provides a better performance

than the PO synchronization scheme.

2) Threshold-Trigger Synchronization: In nature, a com-

mon strategy among living organisms in response to external

stimuli is based on a threshold-trigger mechanism. For ex-

ample, an increase of the concentration of a specific type of

molecule around a cell can trigger a corresponding response

inside the cell [1]. In the following, we exploit the TT

mechanism for symbol synchronization.

The main idea behind our simple TT symbol synchro-

nization scheme is that the receiver considers the number

of bound information molecules for detection only during

the interval where the number of bound synchronization

molecules is above a certain threshold. In other words, in-

stead of determining the actual symbol interval, the proposed

protocol only determines a detection zone which is used for

data detection in each symbol interval. In order to formally

present the proposed scheme, let us define ξB as a constant

threshold and t̂thrs [k] and t̂thre [k] as the beginning and the

end of the detection zone for symbol interval k, respectively.

Furthermore, since the number of bound molecules is an RV

and may rapidly fluctuate, we assume a minimum detection

interval size of T dw to avoid possible false alarms indicating

a new symbol interval. On the other hand, T dw ≤ Tmin has to
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Fig. 5. Illustration of the proposed TT synchronization scheme for ξB = 10
and Tdw = 0.8 ms. The details of the adopted simulation setup and the
corresponding simulation parameters are given in Section IV and Table II,
respectively.

hold to avoid missing the next symbol interval. In particular,

the receiver determines t̂thrs [k] and t̂thre [k] as follows

t̂thrs [k]= min
tn>t̂thr

e
[k−1]

tn|rB(tn) ≥ ξB (8a)

t̂thre [k]= max
{

min
tn>t̂thr

s
[k]
tn|rB(tn) ≤ ξB, t̂

thr
s [k] + T dw

}

,(8b)

respectively. In other words, t̂thrs [k] in (8a) activates detec-

tion whereas t̂thre [k] in (8b) terminates detection for symbol

interval k.

To further illustrate the proposed TT synchronization

scheme, in Fig. 5, we show the transmission of five con-

secutive symbols a[k] = 1, 1, 0, 0, 1, for k = 1, 2, . . . , 5,

respectively, as an example. As can be seen, the proposed

TT scheme selects many of observation samples containing

information molecules within a given symbol interval for data

detection without directly estimating the starts of the symbol

intervals.

C. Required A Priori Knowledge and Constraints

Table I summarizes the required a priori knowledge and

underlying constraints for the proposed symbol synchroniza-

tion schemes. For the considered MC system, the channel

is characterized by Px(t) and zx. Hence, the ML synchro-

nization scheme requires full knowledge of the MC channel

characteristics regarding the synchronization molecules. In

contrast, the proposed PO and TT synchronization schemes

need much less a priori information about the channel. Nev-

ertheless, the parameters shown in Table I are constant for

the coherence time of the MC channel. Hence, the receiver

can obtain them offline at the beginning of transmission and

use them for online symbol synchronization as long as the

MC channel statistics remain unchanged. We further note that

unlike the ML synchronization scheme for which the strict

constraint Tmax ≤ 2Tmin has to hold, the proposed PO and

TT synchronization schemes do not require this constraint.

D. Detection

In this paper, we adopt two simple detectors to evaluate

the bit error rate (BER) achieved with the proposed syn-



TABLE I
REQUIRED A PRIORI KNOWLEDGE AND UNDERLYING CONSTRAINTS

FOR THE PROPOSED SYMBOL SYNCHRONIZATION SCHEMES.

Sync. Scheme A Priori Knowledge Constraints

ML Sync. PB(t) and zB T ow ≤ Tmin and Tmax ≤ 2Tmin

PO Sync. tp −

TT Sync. ξB and T dw T dw ≤ Tmin

chronization schemes. In particular, we use the following

threshold detectors employing the mean and the peak numbers

of information molecules observed in each symbol interval for

detection [16], respectively,

âmean[k] =

{

1, if
[

1
N [k]

∑t̂e[k]

tn=t̂s[k]
rA(tn)

]

≥ ξA

0, otherwise
(9)

âpeak[k] =







1, if
[

max
tn∈[t̂s[k],t̂e[k]]

rA(tn)
]

≥ ξA

0, otherwise
(10)

where N [k] = 1+ t̂e[k]−t̂s[k]
∆t

is the number of samples used for

detection of the k-th symbol and ξA is a constant threshold.

t̂s[k] and t̂e[k] are the start and the end of the detection

interval for symbol interval k, and depending on the adopted

synchronization scheme, are given by

(t̂s[k], t̂e[k]) =











(t̂MLs [k], t̂MLs [k + 1]), ML Sync.

(t̂ps[k], t̂
p
s[k + 1]), PO Sync.

(t̂thrs [k], t̂thre [k]), TT Sync.

(11)

We note that the mean detector in (9) leads to a lower BER

than the peak detector in (10). However, the latter has a

lower complexity as it employs only one sample observation

for detection. Hence, these two detectors enable different

tradeoffs between performance and complexity, see [16] and

Section IV.

E. Extensions

In the following, we present two possible extensions of the

synchronization framework developed in this paper.

Extension 1: In this paper, we consider a point-to-point MC

system. However, the proposed synchronization framework

is also applicable for the broadcast channel, i.e., when a

transmitter wishes to communicate with multiple receivers.

In this case, the transmitter may employ different types of in-

formation molecules for each receiver, e.g., type A1, A2, . . . ,
and AM molecules for receivers 1, 2, . . . , and M , respectively.

However, in such a broadcast channel, only one type of syn-

chronization molecule, e.g., type B, is sufficient to synchro-

nize all links, provided that the transmitter employs the same

symbol interval for all types of emitted molecules. Hence,

each receiver can independently apply the synchronization and

detection schemes presented in this paper. An advantage of

the proposed synchronization framework is that as the number

of receivers increases, the total synchronization overhead (in

terms of the required resources for synchronization) remains

constant.

Extension 2: A common challenge of imperfect symbol

synchronization are deletion and insertion errors [17], [18]. A

deletion error occurs if the adopted synchronization protocol

TABLE II
DEFAULT VALUES FOR SIMULATION PARAMETERS [4], [19].

Parameter Definition Value

NA, NB Number of type-A and -B released molecules 103 molecules

nA, nB Number of type-A and -B receptors 103 receptors

D Diffusion coefficient of type-A and -B molecules 5× 10−9 m2 · s−1

r0 Distance between the transmitter and the receiver 2 µm

rr Radius of the spherical receiver 1 µm

kf Forward reaction rate for molecule binding 25× 10−14 m3 · moleclue−1 · s−1

kr Backward reaction rate for molecule binding 5× 104 s−1

∆t Sampling time at the receiver 10 µs

Tmin Minimum length of a symbol time 0.8 ms

Tmax Maximum length of a symbol time 1.2 ms

T ow Length of the ML observation window Tmin

T dw Length of the detection window for threshold-trigger sync. Tmin

SNRA, SNRB SNR for type-A and -B molecules 10 dB

fails to identify the start of a symbol interval, and an insertion

error occurs if a false alarm introduces an additional symbol

interval. To cope with this challenge in conventional com-

munication systems, special codes were designed which are

capable of correcting a codeword corrupted by insertions and

deletions [17], [18]. Therefore, it is interesting to investigate

which deletion/insertion codes are effective in combination

with the MC synchronization framework developed in this

paper and to potentially develop new codes specifically for

MC systems. However, addressing these questions is beyond

the scope of this paper but constitutes an interesting direction

for future work.

IV. SIMULATION RESULTS

In this section, we provide simulation results to evaluate

the effectiveness of the proposed synchronization schemes.

For simplicity, we assume instantaneous molecule release

and a point source transmitter and employ the reactive re-

ceiver model recently developed in [4] for the calculation

of Px(t), x ∈ {A,B}. Moreover, we assume that ts[k]
is uniformly distributed in T [k], i.e., the length of each

symbol interval is an RV uniformly distributed in the interval

[Tmin, Tmax]. Furthermore, we consider blocks of K = 50
symbol intervals. For the perfect, OP, and TT synchronization

schemes, we average our results over 105 blocks whereas for

the ML synchronization scheme, we average our results over

2 × 103 blocks due to the high computational complexity.

Unless otherwise stated, we adopt the default values of the

system parameters given in Table II. In order to compare the

performances of the considered synchronization schemes, we

define the normalized synchronization error as

ēt[k] =
t̂s[k]− ts[k]

T̄ symb
, (12)

where t̂s[k] is given in (11) for the three proposed synchro-

nization schemes and T̄ symb is the average symbol duration,

i.e., T̄ symb = Tmax+Tmin

2 .

In Fig. 6, we show the histogram of ēt[k] and we high-

light some interesting observations from this figure in the

following. First, we observe that the peaks of the probability

density function (PDF) for the ML and PO synchronization

schemes are centered at ēt[k] = 0 whereas for the TT

synchronization scheme, the peak of the PDF is at a positive

value of ēt[k]. This is expected since the TT synchronization

scheme does not aim to estimate the start of the symbol

intervals and only determines a detection zone within each

symbol interval. Fig. 6 reveals also the presence of insertion
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−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
10−4

10−3

10−2

10−1

100

101

102

Fig. 6. Estimated PDF (histogram) of the normalized synchronization error, ēt[k] for a) SNRB = 10 dB and [Tmin, Tmax] = [0.8, 1.2] ms (T̄ symb = 1
ms), b) SNRB = 5 dB and [Tmin, Tmax] = [0.8, 1.2] ms (T̄ symb = 1 ms), and c) SNRB = 10 dB and [Tmin, Tmax] = [0.4, 0.6] ms (T̄ symb = 0.5 ms).
For the TT synchronization scheme, the synchronization threshold is chosen as ξB = 13, 15, and 17 for the results shown in a), b), and c), respectively.

and deletion errors for the proposed synchronization schemes,

cf. Subsection III.E. In particular, small values of |ēt[k]|
correspond to no deletion and insertion errors, whereas very

large and very small values of ēt[k] (i.e., ēt[k] > 1 and

ēt[k] < −1) correspond to deletion and insertion errors,

respectively. From Fig. 6 a), we observe that |ēt[k]| < 0.5
holds for the ML synchronization scheme which suggests that

deletion and insertion errors do not occur. For the proposed

suboptimal schemes, we see from Fig. 6 a) that deletion and

insertion errors are more likely for the PO synchronization

scheme than for the TT synchronization scheme since the

probability that large values of |ēt[k]| occur is higher for the

PO scheme than for the TT scheme. Furthermore, we observe

from Fig. 6 that the histograms are not symmetric with respect

to ēt[k] = 0. This is partially due to the fact that PB(t) is not

symmetric which leads to different probabilities for positive

and negative values of ēt[k]. Therefore, the probabilities of

insertion and deletion errors are not equal for the proposed

synchronization schemes.

In Fig. 6 b), we decrease the SNR for the synchronization

molecules, i.e., SNRB = 5 dB, compared with Fig. 6 a), and

keep the average symbol time unchanged, i.e., T̄ symb = 1
ms, whereas in Fig. 6 c), we keep the SNR unchanged, i.e.,

SNRB = 10 dB, and use a smaller average symbol duration,

i.e., T̄ symb = 0.5 ms. We note that a smaller symbol duration

leads to more inter-symbol interference (ISI). We can see that

the probabilities of large values of |ēt[k]| are higher in Fig. 6

b) and Fig. 6 c) compared to Fig. 6 a) which leads to a poorer

synchronization performance in general and more deletion

and insertion errors in particular. Moreover, the performance

degradation is more severe in Fig. 6 c), i.e., for more ISI, than

in Fig. 6 b), i.e., for more noise.

Next, we study the performance of the proposed synchro-

nization schemes in terms of the end-to-end BER. First, the

impact of synchronization threshold ξB on the proposed TT

synchronization scheme is investigated. To this end, in Fig. 7,

we show the BERs of the mean and peak detectors versus

synchronization threshold ξB for different detection thresholds

ξA = [ξmeanA , ξpeakA ] = [4, 12], [4.5, 13], and [5, 14] where ξmeanA

and ξ
peak

A are the detection thresholds used for the mean and

peak detectors, respectively. We observe that for each curve,

there exists an optimal value for the synchronization threshold

which minimizes the BER. Moreover, for the considered

example, for each detector, the optimal value of ξB does not

depend on the detection threshold ξA. In particular, in Fig. 7,

the optimal values for ξB for the mean and peak detectors

are 13 and 12, respectively, for all considered values of the

detection thresholds, i.e., for the peak detector, the optimal

ξB is smaller than for the mean detector. This may be due to

the fact that for the peak detector, the peak value of rA(tn)
within a symbol interval determines the result of detection,

and smaller ξB make it more likely that the peak is not missed.

Fig. 8 shows the BERs of the mean and peak detectors

as functions of the detection threshold ξA. For the proposed

TT scheme, we choose ξB = 13 and ξB = 12 for the mean

and peak detectors, respectively. As a general trend for all

curves, we observe from Fig. 8 that the BER is minimized

for a specific value (values) of the detection threshold ξA.

Furthermore, since only one observation is employed for the

peak detector, the BER depends on ⌈ξA⌉. Therefore, for the

peak detector, all detection thresholds i < ξA ≤ i + 1,

where i is an integer number, yield identical BER. We

further note that the different schemes in Fig. 8 should

be compared based on their minimum BER, i.e., for that

ξA, where the BER is minimized. We observe from Fig. 8

that ML synchronization provides a BER performance close

to that of perfect synchronization where the starts of the

symbol intervals are assumed to be perfectly known. The

PO synchronization scheme leads to a considerable BER

performance loss compared to ML synchronization. In this

regard, the proposed TT synchronization scheme provides a

favorable tradeoff between complexity and BER performance.

Finally, in Fig. 9, we investigate the effect of the average

symbol duration on the performance of the proposed synchro-

nization schemes. We depict the BER versus the detection

threshold ξA, and for clarity of presentation, only results for

the peak detector are shown. Similar results can be obtained

for the mean detector. The ratio Tmax

Tmin = 1.5 is kept constant

and we consider average symbol durations of 0.5, 1, and 2
ms. Furthermore, the value of the synchronization threshold

for the TT scheme is chosen such that the minimum BER for

each curve is minimized. This leads to ξB = 10, 12, and 17
for T̄ symb = 2, 1, and 0.5, respectively. It is observed from

Fig. 9 that as the size of the symbol interval decreases, the

performances of all considered synchronization schemes, even

that for perfect synchronization, deteriorate. This is due to the
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fact that as the symbol duration decreases, the ISI increases

which degrades not only the performance of the considered

synchronization schemes (expect perfect synchronization) but

also that of the considered detection scheme.

V. CONCLUSIONS

In this paper, we considered an MC system where the

transmitter is not equipped with an internal clock and is

not restricted to emit the molecules with a perfect release

frequency. To enable symbol synchronization in this case,

we proposed to employ two types of molecules, one for

synchronization and one for data transmission. We derived the

optimal ML synchronization scheme as a performance upper

bound. As ML synchronization entails high complexity, we

also developed two low-complexity synchronization schemes,

namely the suboptimal PO and TT schemes. In the following,

we summarize the main features and drawbacks of the symbol

synchronization schemes proposed in this paper. The ML

synchronization scheme is the most accurate but also the most

complex scheme and requires full knowledge of the MC chan-

nel. The PO synchronization scheme is the simplest scheme

since it needs the least a priori information about the channel

and does not require any additional constraint (other than

those introduced in the system model in Section II); however,

our simulation results revealed that it may also introduce a

significant BER performance loss. Compared with the ML and

PO synchronization schemes, the TT synchronization scheme

provides a favorable tradeoff between complexity and BER

performance which makes it well suited for applications in

practical MC systems with limited computational capabilities.
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