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Abstract—A user wants to retrieve a file from a database
without revealing the identity of the file retrieved at the database,
which is known as the problem of private information retrieval
(PIR). If it is further required that the user obtains no informa-
tion about the database other than the desired file, the conpe
of symmetric private information retrieval (SPIR) is introduced to
guarantee privacy for both parties. In this paper, the problem
of SPIR is studied for a database stored amongV nodes in a
distributed way, by using an (N, M)-MDS storage code. The
information-theoretic capacity of SPIR, defined as the maxinum
number of symbols of the desired file retrieved per downloade
symbol, for the coded database is derived. It is shown that &
SPIR capacity for coded database id — % when the amount of
the shared common randomness of distributed nodes (unavaible
at the user) is at least*.— times the file size. Otherwise, the
SPIR capacity for the coded database equals zero.

|I. INTRODUCTION

guess the identity of the requested file. Being the work most
related to our study, another subsequent péger [6] derees t
capacity of SPIR in the case of a replicated database.
Considering the aspect of cost in storage systems, replicat
ing the database results in low repair cost for node damage,
but with the expense of high storage cost. Coded storage is
proposed to utilize the tradeoff between storage cost gaire
cost [7]. By using erasure codes, each node only stores a
fraction of the whole database, hence reducing the storage
cost. The first work on PIR for coded database known to us
appears in[[8]. In[[8], the authors show that by downloading
one extra bit besides the amount of the file size, user privacy
can be guaranteed. However, to achieve this low downloading
cost, the number of storage nodes needs to grow with the
file size, which can be impractical in some storage systems.
Later, [9] also considers PIR with coded storage, and facuse

Considering the scenario that a user wants to retrieve a file reducing the storage overhead. In|[10], PIR for coded

from a public database stored at a server, the identity dilthe
might be privacy-sensitive. In order to protect the identif
requested files, private information retrieval (PIR) iscétal

databases is investigated, and the tradeoff between storag
cost and downloading cost is analyzed. Subsequently in [11]
explicite storage and communication schemes to achieve PIR

at first in [1] to guarantee user privacy. To further proteatith MDS storage codes are presented, matching the tradeoff
the privacy of the database, symmetric private informatiaferived in [10]. It is worth noting that in the recent work
retrieval (SPIR) is introduced][2], such that in the procefs of [12], the capacity of PIR for coded database is settled,
data retrieval the user obtains no more information regardiwhich improves the results in [L0] and [11].
the database other than the requested file. Inspiredby2[l], [ In this work, the problem of SPIR is studied for coded
the problem of PIR has been widely studied in the theoretiadhtabases, where the database is stored at the nodes by an
computer science literature, surveyedlin [3]. In those wprkMDS storage code. We show that in order to guarantee SPIR
the problem is studied by considering a file as a single bit aid the non-trivial contexte.g., the number of files in the
the database as a bit string. The retrieval process incladedatabase is greater than or equal to two, nodes need to share
guerying phase when the user sends queries to the nodes,@mmon randomness which is independent to the database and
a downloading phase when the nodes generate answers afteanwhile unavailable to the user. This result is in analogy
receiving the queries and send back to the user. The olgectiith that in [6] for the uncoded database. In particular, we
is to minimize the total communication cost during both thderive a lower bound on the amount of common randomness
guerying phase and the downloading phase. needed to assure positive SPIR retrieval rate. Furthermore
Recently, a series of works studies the information-thiorethe capacity of SPIR for thé N, M)-MDS coded database
limits of the communication cost of PIR problenis [4]-[6]is found. We note that the replicated database is a special
These works focus on the scenario when the file size dase of the coded database w(f§, 1)-MDS code. Therefore,
significantly large, and the target is to minimize the consur result includes that in_[6] for the replicated databasea a
munication cost of only the downloading phase. The metripecial case with/ = 1.
of the downloading cost is defined as the number of bits
downloaded per bit of the retrieved file, and the reciprocal )
of which is named the PIR capacifyl [4]. The PIR capacity fdf- Notations
a replicated database is derived|in [4], in which each offhe Let [l : N] denote the sefl,2,..., N} and[M, N] denote
(non-colluding) nodes stores a copy of the whole datab#se. {M, M + 1,...,N} for M < N. For the sake of brevity,
subsequent work [5] derives the PIR capacity with colludingenote the set of random variablés(y, Xs,..., Xn} by
nodes, in which case arfy out of N nodes may collude to X|;.y; . Let e; denote the unit vector with a one at thid
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entry, and zeros at all other entries, the length of whichois nDefinition 1 (SPIR Rate and CapacityJhe SPIR rate is the

specified when there is no ambiguity. number of information bits of the requested file retrieved pe
downloaded answer bit, that is,

B. Problem Description PVM)-NDS & H(Wy)

Database:A database comprisds independent files, denoted SPIR Zg—l H(A}) '

by W1, ..., Wk. Each file consists of. symbols drawn inde- _ DS - ) MDS

pendently and uniformly from the finite fiellf,. Therefore, The capacityCip P is the supremum RSy M

for any k € [1: K], over all SPIR schemes f@iV, M )-MDS storage codes.
H(W;) =Llogq ; H(Wi,...,Wg)=KLlogg. Definition 2 (Secrecy Rate)The secrecy rate is the amount

of common randomness shared by the storage nodes relative
Storage: The database is stored in a distributed storage syst@gthe file size, that is

consisting ofN nodes by ar{N, M)-MDS storage code. The

data stored at th&’ nodes are denoted by, ..., Dy. Note (V,M)—-MDS A H(S)

. SPIR H(W )
that with an (N, M)-MDS storage code, for any/ nodes 0
{ni,...,np} € [1 : NJ, the data they stor®,,,,..., D,,, 1. MAIN RESULT
are linearly and stochastically independent. Furtherprewery When there is only one file in the databage, K = 1,
M nodes can exactly recover the whole database, database-privacy is guaranteed automatically, becaese ik
H(Dn,,...,Dn,,) = HWi,...,Wk) = KLloggq, no other file to protect from the user in the database. Theggefo
the SPIR problem reduces to PIR problem, and from [12],
HW1,...,Wk|Dp,,...,Dyn,,) =0. the capacity isl regardless of the rate of the MDS-storage

code. WhenK > 2, SPIR is non-trivial and our main result

User queries: A user wants to retrieve a fil@/y with index . .
is summarized below.

0 from the database¢] € [1 : K]. The MDS storage code
is known to the user. In addition to this, the user has ntheorem 1. For symmetric private information retrieval from
knowledge of the stored data. Based on the desired file ifdexa database withK' > 2 files which are stored alV nodes with
the user sends queries to all nodes, where the query receigad NV, M )-MDS storage code, the capacity is

by noden is denoted byQ’. Let Q = [Q%],ci1.n].0e[1:K] M e (N.M)—MDS
denote the complete query scheme, namely, the collection of Célgigf)fMDS _ { - Ifpspir

all queries under all cases of desired file index. 0, otherwise
Node answers:Based on the received que€)’, the stored

dataD,, and some common randomnesshared among all - gemark: When s = 1, that is, every node stores the whole
nodes, each node sends an ansifeto the user. The Common y,iapase. our result reduces to Theorem Lin [6] for replitat

randomness is utilized to protect database-privaty (vbel yaiahases. IN12], the authors show that the PIR capacity

. it i (4 _ 0 (4 -
SPIR: With the received answerA[LN = {41, AN} with MDS storage codes i€l + % NI %}’:711)71_ (We

and based on the complete query sche@iethe user shall 1 ngjate their result into our notation.) It can be obsétiat

be able to decode the requested filg with zero error. The 4q the number of filess tends to infinity, their PIR capacity
nodes do not communicate, that is, they share no informatign oaches our SPIR capacity. The intuition is that, when th
regarding their stored data and the queries they receive. T mper of files increases, the penalty in the downloadirey rat
only information shared among the nodes is some commg ytect database-privacy decays. When there are asymp-
randomness, denoted by, which is independent of the_totically infinitely many files, the information rate the use

database and unavailable to the user. Two privacy contraigyn jearn about the database from finite downloaded symbols
must be satisfied for SPIR: vanishes.

o User-privacy:the nodes shall not be able to obtain any
information regarding the identity of the requested file, IV. CONVERSE
ie., In this section, we show the converse part of Theorém 1.
That is, to achieve SPIR with afV, M)-MDS storage code,
1(6;Q5, A7, D, ) =0, ¥n € [1: N]. @ the nodes need to share at el(eqd/fTiL secrecy symbols
« Database-privacy:ithe user shall learn no information(Theorenib), and the user needs to download at lgé;%{ﬁL
regarding other files in the database, that is, definiymbols (Theorernl5). Recall thdt is the file size. We first
Wz ={Wi,...,.Wo_1,Wot1,..., Wk}, show Lemmag]234 below, which will be used in the proofs of
I(Wg;Afl:N], 0.0)=0. @ Theorem$ b and] 6.
o Lemma 2. For any M nodesn(i.; £ {n1,...,na} C [1:
We use the same definition of SPIR rate and capacg\y]
as in [6] for characterization of the performance of SPIR
schemes. H(AY QWi Q) = H(AL L IWe, Q)

M[1: M) M[1: M) M[1:M]

M

Y]

2
L




Proof: We first show that H(Ay Wi, QF, ) < H(S|AL, Q) — H(S|Qy) = H(A}|Qy). Hence,
Wi, QF , as follows
H(4y LM 1 Wi, @n [ M]) H(Aﬁ:MHQﬁ:Mﬂ = H(Ak1 -M] |Qk1 M) S)
( 1M|Wk7 lM)_ ( 1M|QVVk762 lM) M M
. " | | Z (AFQ%, S Z (A%IQN)
- I(An[l:M]’ Q|Wk’Qn[1:M]) n=1 n=1
k . k
S I(An[l:jw]awlv-. WK,S Q|Wk7Qn[1:1w]) i Ak/ Qk/ ( |Q )
:I(Wl,.. WK,S Q|Wk, 1M])—|— — [1 M] 1:M]
I(A} 10 QW Wi, S, WkaQn[l M]) Proof of (). Let the random variableD* denote the
(a) randomness ofD,, after fixing Wz, that is, the part of
=171 .. e k ;
(Wi, Wie, 55 QIW, "[1 MJ) randomness of filéV;, stored at node:. By user-privacy[{l),
< I(Wy,..., Wk, 5;Q) =0, 1(6;Q%, A® DF) = 0, we have thatH(Q* 6 A* DF) =

where equalitya) holds because the answers are determinis P
functions of the database, the common randomness, and %An@ Dy) =
) WK7 Sa Q) -
because the queries do not depend on the database an

queries. In the last step (117, ...

common randomness.

ﬁ%Qk' Ak ,Dy) and H(Q%, DY) = H(QE,D}). Hence,
H(AY QN DE).

The answerA’C is a deterministic function of the query
och the common randomness and the stored dat®,,. We
argue above that the data stored at any seddohodes are

th Ptaustlcally independent. After fixing the fil&/;, the data

0 holds

(O“ ITSV other ) hagd, 'E IS |Q|m1r/;r\/edéa]:te ). &stored ath nodes, which depends only on the randomness of
(1:2] K, @ 77,[1 M = AR ks the otherK — 1 files W3, are still statistically independent.
Therefore, H(AY L Wi, Q5 M]) = Therefore,
H(AL, 19 Wi, QF ). B
k k k k k k
Lemma 3. For any M nodesnpyy & {nr,....nar} < [1 H (A Qfianys Dhiany S) ZH A |Qn, Dy, S).
NJ,

k
H(AL, Q) =

Wi, Q HAE W, QF

( M[1: M) 71[1 Z\I])

Proof: Proof of (3):
From user-privacy [{1), I(0; A%,Q%) =

H(AE Q8 ),

Ko @

(3) The randomness relating to fil€;, stored inM nodes recovers
W, ie., nglrl\'f] = Wh.

Because the common randomness is independent of the
queriesQ, answers4” 1.n1 andWy which the user can decode,
with similar calculations as in the proof fdr](3), we can elim
0, hence inate S in the conditions. HenceH(Aﬁ:M”Qﬁ:M],Wk) =

H(A QF) = H(AY Q). Similarly, I(0;Q%) = 0, there- M (A5 QF, DE)
fore H(Q*) = H(QY). From the above, we have tha To Show ?h.at HAE 0K W) _
H(AR|QK) = H(AK|QN). (0@ an»

W.o.l.g., we choose the sizet node setn(;.,; to be
{1,...,M}. For an (N, M)-MDS storage code, the data
stored at any set oM nodes are linearly independent. Fur
thermore, because the files in the database are statigtica
independent, the data stored at any sefibfnodes are also
statistically independent. (See Lemma 1 [in [5] and Lemma
2 in [12] for a proof.) For any node:, the answerA®
is a deterministic function of the quer®, the common
randomness, and the stored datBj. Given the queries and
the common randomness, the randomness ofithanswers
only lies in the stored data of théd/ nodes, which are

statistically independent. Hence,

H(Af | Qfian»

M
S)=> H(ALQE,S
n=1

Because the user shall not obtain any information of H(A 1M]|Wk7
the common randomness from the queries and answers
S should be independent of the querles and answe

M H(A¥|Q¥,DF), notice that because all the files
are statlstlcally independent, by fixing’;, it is equivalent
%o reducing the database #6 — 1 files. Hence, the equality
ﬁ)lds by [(3). Therefore,

M
H(AfglM] |Qf€1:1t{]7 Wk) = Z H(AZ|QZ, kaz)
n=1

M
=" H(4 QY D)

= H(Aﬁ:M”Qﬁ:M]ka)'
]

Lemma 4. For any M nodesn.a = {n1, ...
N,

77’L]\4} C [1

n1: M]) (Ak [1:M] |Qn[1 M) )
Poof By database-privacy(2)[ (W ; A [1 ] Q) = 0. For

/
Therefore, H(Aﬁ:MHQ[l 2 S) = H(AF ‘L M]|Q ) ﬁeﬁlk W,}V[e} Wi . W.0.l.g., choose the siz&f node set to
H(S|Af ppp» Qfiar) — 5|Q5€1 = H(A 1M|Q1M)
Similarly, we have thatH(A*|Q*,S) = (Ak|Qk) 0= I(Wi; A[l :M]» Q 1: M)



= I(WkaAu M]|Q o)) I(kaQu M) = I(WE§AF1;N]|Q)

(@) _ g
= I(W; A[l M]|Q[1 M) ( )H(Wk|Q) H(WilAfy.n, Q)
—H(Akl M] |Q1M) H(Af, [1: M]|Wk7 lM]) = H(Wg|Q, W) — (Wk|A[1 v QW)
= AP %4
(Aﬁ:MHQ[LM]) (Akl MW, Q. M]) I(W; [1 M2 W)
>
where equality(a) holds becauséV, is independent of the (—) I(Wg; A nu M 1Q, W)
queries, and equalitgh) follows by (4) in LemmdB. O = H(A® - |Q, W) — H(AF - 1Q, Wh.k))+
Theorem 5. The SPIR rate for a database stored with an H(A" npan | D Wik, S)
N, M)-MDS storage code is bounded from above b
(N, M) 9 N y = HAS 1 0. 10) = (53 41,10, Wi )
Ré];i]\RﬂiMDS <1- N H( n[1: M) |Q Wi, n[l M]) - H(S)
Proof: For any fileWy, k € [1: K], © H(Ak M) (Wi, n[l M]) — H(S)
_ @) K
H(Wk) ( ) (Wk|Q) - H( N[1:M] |Q [1: M]) H(S)
H(Wi|Q) — H(Wi|Af.n), Q) © H(Ak @5 )~ H(S)
= I(Wkk,A 1:n:19) y > H(AY, Q) — H(S)
- H(AE::NHQ) o ( N]|Wk’ Q) Equality (a) holds becauséV}, is independent of other files
< H(Afn|Q) — H(AL, Wi, Q, Qn[l ) W, and from all the answerd}, ..., A% and the querie®
®) 14k W the user can decod@;,. Equality (b) holds because the an-
H(AR:n|Q) — H (A, L M1| k@ ”[1 M]) swersAk ... AF are deterministic functions of the queries
© H(A N]|Q) (Ak |Qn ) Q, the databaséVl, ..., Wk, and the common randomness
B () A S. Equalities(c) and(d) follow from Lemmd2 and Lemmid 4.
(A’“1 Q) — H(A" n[] ) |QF ) Eqéjality (e) follows from (3) ig Lemme;BGM - f
ecaus can be any sizé// index set from
< H(AE:N”Q) — H(A; 1] |Q) 1: N, e{ni,...,nam} y
k k
"G[LN]\”[I:M] M H(Ay 10 Q) > M—1 H(A[n19Q),
H( n[1:M] |Q> k N k
. henceH (Af Q) < 77 - H(A Q) From Theorent]5,
< H(Ay) HW,) < H(A’“ |Q)—H(AL °(Q), thereforeH (1W,) <
re (& - DHE, Q)
© N-M ZH (Ak) Hence, H(S) > H(AF aan Q) = = - H(W},) and
(N.M)-MDS _ _H(S) o 0
SPIR ~— HWy) = N-M"
Equality (a) holds because from all the answers and the
queries, the user should be able to decdd®, hence V. ACHIEVABILITY

H (W | Af, LN ,Q) = 0. Equalities (b) and (c¢) follow from
Lemma and Lemma&l4. Equalityd) follows from (3)
in Lemmal[3. Step(e) is because{ni,...,ny} can be
any size M index set from[l : N]. Hence by symmetry,

ZnG[l:N]\n[le] H(AZ) = W ’ Zn:l H(Afz)

Therefore,RéJ;ig)*MDS = 7271{5%’“(242) <1-4.

Theorem 6. The secrecy rate for SPIR with gV, A/)-MDS
storage code needs to be at least

In this section, we present a scheme which achieves the
maximum SPIR rate and lowest secrecy rate in Sedfidn IV.
Specifically, the user is able to decode the desired file suc-
cessfully and privately by downloading®--L symbols, and
obtains no further information regarding the database with
%L uniformly random symbols shared among the nodes.
The achievable scheme is revised from the scheme_ in [11] by
adding common randomness. We reprise the details with our
notations. The main concepts used in the construction are,

O

péfgigFMDS > L « The user hides the identity of the desired file in randomly
T N-M generated queries, such that the queries appear statisti-
Proof: By database-privacy{2), cally uniformly random to the nodes.

We: Ak o The nodes add shared random symbols that are inde-
=I1(Wi; Ay Q) pendent of the database and unavailable to the user in
= I(Wk,A Q)+ I(Wg; Q) the answers to protect the content of other files. The



wy {

Wk

nodel | node2 | ... | nodeM nodeM + 1 . nodeN
Dy D, .| D Dirin . Dy
wi wiy | .o | wiy | LOMH (W5 1:am) LCN(WLH:M])
u{vl M 11)1\2 Mo wy, UM LC”’”I(M{Y[I%]) LCN (wf[lﬂ‘[”)
Wi w}(,z W}K,M LOMHT (w}(,[le]) Lc? (w}(,[l:lw])
w7 | w5 w3 | LM Rofin) LY () L)
TABLE |

Database: W.0.l.g, assume each file consists bf= (N

SYSTEMATIC (N, M )-MDS STORAGE CODE

random symbols are added according to the storage code
construction for successful decoding.

The user downloads the lowest possible number of sym-
bols to construct a linear system that is solvable. The
unknowns are symbols of the requested file, and some
function outputs generated from queries, stored data and
common randomness.

M)M symbols. Specifically,

1 1 1
wg,l wg,Q wg,M
Wi 1 Wi 2 - Wiom
Wk = . . . . )
N—M N—M N—M
Wi 1 Wy, 2 Wi M

wherewiyn denotes thgth symbol in the part of fildV, that
is stored at node-in the systematic storage code, which is

described in more detail below.

Storage: We use a systemati@V, M )-MDS storage code, as

pres
whic

ented in Tablg I. The firdt/ nodes are systematic nodes
h store independent pieces of the files. The remaining

N — M nodes are parity nodes which store linear combinations

of th

e symbols at systematic nodes. In Tdble I,/ioe [M +

N], LC™(-) denotes the linear combination at the parity

noden the input of which areuk M = {wk 15

The

wk,M}
vector stored at node is denoted byD,,.

Common randomness:All nodes shareM? uniformly ran-

dom

which are independent of the database and unavailable to the

symbols frontt',, denoted by
Si11 Sie S1,m
S=1 " : : )
Smi Swm2 S, m

user.
For the details of the queries and answers, w.o.l.g, assume common randomness.
the desired file i$¥;. The user generatéd uniformly random

vectors Uy, . .

,Unm of length (N — M)K over F,. The

N — M out of the M query vectors retrieve th& — M
symbols of W stored at each node by adding the unit
vectors, in a shifted way among all systematic nodes. The
queries to the parity nodes are just therandom vectors
Uy,...,Uy. It can be observed that each node receives
statistically uniformly random query vectors. Hence, user
privacy is guaranteed.

Answers: Each node received! query vectors, and for
each forms the inner product with the stored data vector,
resulting in M symbols. Next, they add shared random
symbols.S; ; to the resulting/ symbols according to
the storage code construction, and send the results to
the user. LetX; ; = U,;D; + S, ;, wherei € [1,M]
denotes the index of systematic nodes gnd [1, M]
denotes the index of query vectors for each node, there
are M? unknowns generated from queries, stored data,
and common randomness as follows,

[Xl,l Xl,M‘|
Xz\l/[,l Xz\/lI,M
The user received/ answers from each node, as shown
in Table[Il. Note that there ar&/ M unknowns, among
which M? unknowns are theX; ;'s and (N — M)M
unknowns are symbols of the requested file. It can be
observed that there at¥ M linearly independent equa-
tions. Hence, the linear system is solvable. Furthermore,

because the user has no information regarding the com-
mon randomness, database-privacy is guaranteed.

UpmD1 + Si,m

[ Ui1D1 + S1,1

UiDy + Svn UnmDyr + S

e Case 2(N — M > M)

Queries:Let 5 = N—M (mod M), andN —M = aM+

B. The queries are as shown in Tablé V. Specifically, for
systematic nodegj out of the M query vectors retrieve
thefirst 5 symbols of the requested file, in a shifted way
among all systematic nodes. The remaining symbols

at each systematic node are retrieved at the parity nodes.
Since everyM symbols needM independent linear
equations, they are retrieved &f parity nodes. Similar

as in Case 1, user-privacy is guaranteed because nodes
receive statistically uniformly random query vectors.
Answers: The answers are generated in the same way
as in Case 1, that is, by forming inner products of
the received query vectors and the stored data vectors,
and then adding shared random symbols. Similarly as in
Case 1, the linear system is solvable, hefiée can be
decoded. Besides, database-privacy is guaranteed by the

. CONCLUSION

detailed ach|evable scheme is presented in two orthogonajye study the SPIR problem for coded databases, where

cases as follows.

Case 1(N — M < M)

a database of{ files (K > 2) is stored atN nodes based
on an (N, M)-MDS storage code. A user wants to retrieve

Queries: The query to each node consists &f vectors one file without revealing the identity of the requested fie t

over I, as shown in Tablé&]ll.

Recall that; denotes the nodes. At the same time, the user shall obtain no more

the unit vector with a one at théh entry, and zeros information regarding the database other than the recgieste

at all other entries. Specifically, for systematic nodefie.

We derive the SPIR capacity for coded databases to be



| Q1 ‘ Q3 : [ ] Qhy | Qbyr: [ ] N
Uy + ey U, Ui + ez Ur Uy
Us + e Us + e Us + e3 U, U,
Uv-m-1+ten-m—1 | Un—m—1+en—nm—2 Uv-m-1+en—nm | Un-m—1 Un-m-1
Un-m+en—m Un—m+env—m-1 Un-um Un-um Un-m
UN-m+1 Un—m+1ten—m Un—m+1 Un-m+1 Un—m+1
UN_nm2 UN—M+2 UN-—nm+2 UN-—m+2 UN-—M+2
Unr—1 Unr—1 Unr—1 Unr—1 Unr—1
Un Un Upm +er Unm Unm
TABLE I
QUERIES WHEN USER WANTSW; AND N — M < M.
| Al ‘ AL [ ] Al | Afyaq [ ] AL |
X1+ wh Xa1 X+ ?UiM LCMH(X[LM]J) LC (X[le],l)
X2+ ’wil Xoo + wig X+ ’wf,M LCM+1(X[1:M],2) LCN(X[1:1\/I],2)
XiN-m-1+ w{\ffM*1 XoN-Mm-1+ w{\f{M*z Xy N-m-1+ W{Y]CM LCM (X (v, n-mi—1) LCN(X(1m),N—M—1)
Xinom+uwp; M Xon-m +wpy M XMN-M LCMN(Xyn),n—m1) LCN (X1 N—1)
X1, N-M+1 XoN_Mmt1+ w{\f{M XM N-M11 LOMH (X (1.0, N—pr41) LCN (X1 N—M+1)
X1, N-Mt2 Xo, N—M+2 XM N-M+2 LOM*Y (X100, N p142) LON(X[1:m),N—p+2)
X1 m-1 Xom-1 Xnmv-1 LCM (X {10y, 0-1) LCN (X(10y,m-1)
X1m Xom X +wi LM (X(1.01,m) LCN (X(1.0),m1)
TABLE Il
ANSWERS RECEIVED BY USER WHENA/1 IS DESIRED ANDN — M < M.
| Qi : | Qs | | Qi : | Q}\/Frl ~ Qb ‘ Q%MJrl NE | | Q¢11M+1 ~ Q%a+1)]w : | Q%{N+1)M+1 ~ Q) : ‘
Ui + ey Uy Uy + es U; + €3+1 Uy + eM4B+1 Uy + €(a—1)M+B+1 Uy
Us + e Us + €1 Us + e3 Us + €542 Us + enrt8+2 Us + e(a—1)M+p+2 U,
Up—1+ep—1 | Us—1+ep—2 Up—1+ep Up-1+e2p-1 Up-1+ enm+2p-1 Up-1+ €(a—1)M+28-1 Ug-1
U/j +ep Ug + €s—1 Uﬁ Us + €23 U/j +enm+y2p Uﬁ + e(a—1)M+28 Uﬁ
Ugt1 Us+1+ep Ust1 U1+ e2p41 Usy1 + em+2p+1 Up+1 + €a—1)M12p+1 Ut
Ugyo Usy2 Ugy2 Usy2 + €2542 Ugyo + enr+28+2 Up+2 + €(a—1)M+28+2 Ugy2
Unm—-1 Unr—1 Un-1 Upm-1+egim—1 | Up—1 + eanr4p-1 Up—1+ eam+8-1 Un-1
Um Uy Up +er Un +egymr Unr + eanryp Unm + eanitp Unm
TABLE IV
QUERIES WHEN USER WANTSV1 AND N — M > M.
1-— %, where % is the rate of the MDS storage code. To[6] —, “The capacity of symmetric private information rietral,” arXiv

achieve this capacity or any positive rate for SPIR, theagfer .
nodes need to share common randomness that is unavailablle

preprint arXiv:1606.088282016.
A. G. Dimakis, P. B. Godfrey, Y. Wu, M. J. Wainwright, and. IRam-
chandran, “Network coding for distributed storage systemEEE

to the user and independent of the database, with amount at Transactions on Information Thegryol. 56, no. 9, pp. 4539-4551,

M__ i A qi
least =5 times the file size.
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