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Abstract

Base station cooperation in heterogeneous wireless networks (HetNets) is a promising approach

to improve the network performance, but it also imposes a significant challenge on backhaul. On the

other hand, caching at small base stations (SBSs) is considered as an efficient way to reduce backhaul

load in HetNets. In this paper, we jointly consider SBS caching and cooperation in a downlink large-

scale HetNet. We propose two SBS cooperative transmission schemes under random caching at SBSs

with the caching distribution as a design parameter. Using tools from stochastic geometry and adopting

appropriate integral transformations, we first derive a tractable expression for the successful transmission

probability under each scheme. Then, under each scheme, we consider the successful transmission

probability maximization by optimizing the caching distribution, which is a challenging optimization

problem with a non-convex objective function.By exploring optimality properties and using optimization

techniques, under each scheme, we obtain a local optimal solution in the general case and global optimal

solutions in some special cases. Compared with some existing caching designs in the literature, e.g., the

most popular caching, the i.i.d. caching and the uniform caching, the optimal random caching under each

scheme achieves better successful transmission probability performance. The analysis and optimization

results provide valuable design insights for practical HetNets.
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I. INTRODUCTION

Due to the explosive growth of mobile data traffic, the demandfor wireless communication ser-

vices has been shifting from connection-oriented servicessuch as traditional voice telephony and

messaging to content-oriented services such as multimedia, social networking and smartphone

applications. Recently, heterogeneous networks (HetNets) [1] in which dense small base stations

(SBSs), e.g., pico BSs and femto BSs, are deployed along withthe existing macro base stations

(MBSs) are considered as an attractive solution to meet the ever increasing mobile data traffic

demand. In order to address the additional intercell interference caused by such deployment,

BS cooperation in HetNets has been proposed as one of the solutions to effectively mitigate the

interference at mobile stations, but it also imposes on significant challenge on the backhaul.

BS joint transmission, consisting of non-coherent [2]–[11] and coherent [12] joint transmis-

sions, is one of the much studied BS cooperation schemes. In non-coherent joint transmission,

BSs cooperate by jointly transmitting the same data to a userwithout prior phase alignment.

In contrast, in coherent joint transmission, BSs jointly transmit the same data to a user with

prior phase alignment, assuming that stringent synchronization can be done and perfect channel

state information (CSI) is available at all cooperative BSs. If these strict requirements can

be satisfied, coherent joint transmission achieves better performance. Otherwise, non-coherent

joint transmission is more preferable, especially, in lightly-loaded scenarios [5]. Due to its low

complexity and requirement, BS non-coherent joint transmission in large-scale HetNets has been

widely considered and extensively studied using some effective tools from stochastic geometry

[7]–[11]. The number of BSs jointly serving a user located at the origin (referred to as the typical

user) is fixed in [7], and is variable in [8]–[10]. In particular, in [7], the BSs with the strongest

average received powers at the typical user form the BS cooperation set. In [8] and [9], the BSs

with instantaneous received power at the typical user abovesome thresholds (one for each tier)

form the BS cooperation set, and the optimization of the thresholds is considered in [9]. In [10],

the BSs within a circle of a tunable radius centered at the typical user jointly serve the typical

user, and the optimization of the radius is considered. In [11], the authors consider a user located

at macro cell edge and propose a cooperation scheme to serve the user by its geographically

nearest MBS and SBS, under certain conditions. Note that, the non-coherent joint transmission

for HetNets in [7]–[11] imposes a significant challenge on the backhaul.

In practice, the backhaul has increasingly become a bottleneck, which limits the potential of
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BS joint transmission in HetNets. In order to alleviate the backhaul load caused by the BS joint

transmission, the authors in [13] purpose a BS silencing scheme in large-scale HetNets, where

the typical user is served by its nearest BS and the nearby BSskeep silent to facilitate the

transmission. Reference [13] further shows that compared with joint transmission, BS silencing

yields a lower complexity and a lighter backhaul load, at thecost of coverage probability.

Caching at SBSs has been proposed as a promising approach forremarkably reducing backhaul

load by prefetching popular files into storages at SBSs in large-scale small cell networks or

HetNets [14]–[20]. In [14]–[17], the authors consider caching the most popular files at each

SBS, which we in this paper refer to as “most popular caching (MPC)”. In [18], the authors

consider random caching with uniform distribution at SBSs,assuming that file requests follow

a uniform distribution, which we call “uniform caching (UC)”. In [19] and [20], the authors

consider random caching with files being stored at each SBS inan i.i.d. manner, which we

refer to as “i.i.d. caching (IIDC)”. The MPC scheme considered in [14]–[17] does not provide

any spatial file diversity. In contrast, the caching designsin [18]–[20] can provide file diversity.

However, the UC scheme in [18] only provides caching probabilities of files and does not specify

how multiple different files can be efficiently stored at eachSBS based on these probabilities.

The IIDC scheme in [19] and [20] may waste storage resources, as multiple copies of the same

file may be stored at one SBS. Hence, the caching designs in [14]–[20] may not yield the best

network performance.

As a result, some other works have considered optimal caching designs in large-scale small

cell networks or HetNets [21]–[25]. In [21] and [22], the authors consider random caching at

SBSs, and analyze and optimize the cache hit probability (i.e., the probability that a randomly

requested file from the typical user is stored at its serving BS) [21] and successful offloading

probability (i.e., the probability that the typical user isassociated with the SBS tier and its

downlink signal-to-interference-plus-noise ratio is larger than a threshold) [22].In [23], the

authors consider random caching and multicasting at SBSs ina large-scale small cell network,

and analyze and optimize the successful transmission probability (i.e., the probability that a

randomly requested file from the typical user can be successfully received). In [24], the authors

propose a hybrid caching design (consisting of identical caching in the MBS tier and random

caching in the SBS tier) and a corresponding multicasting design in a large-scale HetNet, and

analyze and optimize the successful transmission probability. In [25], the authors investigate how

channel selection diversity affects the optimal random caching design. Note that, none of the
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above works [14]–[25] has considered SBS cooperation.

In [26]–[28], the authors jointly consider SBS caching and cooperationin large-scale small

cell networks or HetNets. Specifically, in [26], the SBSs storing the requested file and within

a circle of a certain radius centered at the typical user jointly serve the typical user. In [27], a

certain number of SBSs (i.e., with the same distances to the typical user) storing the requested

file jointly serve the typical user. The optimal caching designs in [26], [27] are obtained by

maximizing the successful transmission probability. In [28], the authors propose a partion-based

combined caching design, where a certain number of SBSs storing the requested file jointly

serve the typical user. However, in [26], the cache size of each SBS is assumed to be one,

and thus, the impact of the cache size in practical networks cannot be addressed; in [27], the

distances between the cooperative SBSs and the typical userare fixed and identical, and thus,

the stochastic nature of geographic locations of cooperative SBSs cannot be all captured; the

combined caching design in [28] cannot reflect the popularity differences among some files,and

hence may not yield the best possible performance.

Therefore, further studies are required to reveal how SBS caching and cooperation can jointly

and optimally affect the network performance of HetNets. Inthis paper, we address these issues.

Our main contributions are summarized below.

• We propose two SBS cooperative transmission schemes under random caching at SBSs

with the caching distribution as a design parameter. Specifically, the first scheme adopts

non-coherent joint transmission, and the second scheme effectively combines non-coherent

joint transmission and BS silencing.

• We analyze the successful transmission probability. SBS cooperation and random caching

make the analysis very challenging. By using tools from stochastic geometry and adopting

appropriate integral transformations, under each scheme,we derive a tractable expression

for the successful transmission probability.

• We consider the successful transmission probability maximization by optimizing the caching

distribution, which is a very challenging optimization problem with a non-convex objective

function. By exploring optimality properties and using optimization techniques, we obtain

a local optimal solution in the general case and global optimal solutions in some special

cases, under each scheme.

• By numerical results, we show that the optimal caching distributions are influenced by

multiple system parameters jointly, such as the file popularity, the cache size and the number
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Scheme 1 Scheme 2

Serving SBS

Interfering
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Desired
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SBS
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 File Set 

Fig. 1. Illustration of SBS cooperation under Scheme 1 and Scheme 2. The MBS tier corresponds to a Voronoi

tessellation, determined by the locations of all the MBSs. The color of the typical user corresponds to the file

it requests.|C1,n|= |C2|= 3, |C2,n|= 2, M = 2 andN = 10.

of cooperative SBSs, etc.In addition, we also show that under each scheme, the optimal

caching design achieves a significant gain in the successfultransmission probability over

some existing caching designs in the literature, e.g., MPC,IIDC and UC.

II. SYSTEM MODEL

We consider a downlink two-tier HetNet where a tier of MBSs are overlaid with a tier of

much denser SBSs, as shown in Fig.1. The locations of the SBSs and MBSs are spatially

distributed as two independent homogeneous Poisson point processes (PPPs)Φs andΦm with

densitiesλs andλm (λs > λm), respectively. For the ease of illustration, we use subscripts s and

m to distinguish the SBS tier and the MBS tier. The transmission powers at each SBS and MBS

arePs andPm (Ps < Pm), respectively. We assume that users are also distributed according to an

independent homogeneous PPP and focus on studying a typicaluseru0 located at the origin. We

adopt universal frequency reuse for each BS over the entire frequency band. Each BS equally

divides its total bandwidth to serve all the users associated with it. The available bandwidths

of each SBS and MBS foru0 are represented byWs andWm (Ws > Wm), respectively.1 The

typical useru0 and all BSs are equipped with a single antenna.2 Due to large-scale path-loss,

1In the traditional connection-based HetNets, a user is associated with the specific BS, which provides the maximum received

signal strength [29], [30]. The transmit power disparity of SBSs and MBSs (Ps < Pm) will lead to the association of more users

with the MBS than the SBS. Thus, the available bandwidth of the SBS foru0 is in general less than that of the MBS.

2Note that, the analytical framework developed in this papercan be extended to the multi-antenna scenario.
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a transmitted signal from an MBS (SBS) with distancer is attenuated by a factorr−αm (r−αs),

whereαm > 2 (αs > 2) is the path-loss exponent for MBSs (SBSs). For small-scale fading, we

assume Rayleigh fading channels.

Denote byN = {1, 2, · · · , N} the set ofN ∈ N files in the HetNet, whereN denotes the

set of natural numbers. For ease of analysis, we assume that all files have the same size. File

n ∈ N is requested with probabilityan ∈ (0, 1), where
∑N

n=1 an = 1. In addition, without loss

of generality (w.l.o.g), we assume thata1 > a2 > · · · > aN .

We assume that each MBS is equipped with no cache but is connected to the core network via

optical fibers with high capacity. Thus, each MBS can retrieve all files from the core network.

In this paper, we ignore file downloading costs at MBS. Each SBS is equipped with a cache of

sizeM (in files), whereM ≤ N , and can serve any files stored locally. To provide spatial file

diversity (which can improve performance of dense wirelessnetworks) [23], we adopt a random

caching scheme at SBSs. In particular, each SBS storesM different files out of allN files in

N with a certain probability. LetTn denote the probability of filen being stored at an SBS.

DenoteT , (Tn)n∈N , which is termed as the “caching distribution”. Then, we have [23]:

0 ≤ Tn ≤ 1, (1)
∑

n∈N
Tn =M. (2)

Let Φs,n denote the set of the SBSs which store filen. Note thatΦs,n = ∅ if Tn = 0, and

Φs ,
⋃

n∈NΦs,n. By [31], we know thatΦs,n is also a homogeneous PPP with densityλsTn.

In the following illustration, we supposeu0 requests filen. Assume all MBSs are active.

First, we introduce some notations. According to the distance between each SBS andu0, let

C1,n denote the set ofu0’s K nearest SBSs inΦs,n, and letC2 denote the set ofu0’s K nearest

SBSs inΦs. DenoteC2,n , C2
⋂
Φs,n andC2,−n , C2 \ C2,n. Now, we propose two cooperative

transmission schemes.

• Scheme 1: IfTn = 0 (i.e., file n is not stored at any SBS),u0 is served by its nearest

MBS. If Tn > 0 (i.e., file n is stored at some SBSs), all SBSs inC1,n (|C1,n| = K) jointly

transmit filen to u0. In both cases, all SBSs inΦs \ C1,n are assumed to be active to serve

other users.

• Scheme 2: IfC2,n = ∅, the nearest MBS will serveu0, and all SBSs inΦs are assumed to

be active to serve other users. IfC2,n 6= ∅, all SBSs inC2,n ⊆ C2 jointly transmit filen to
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u0, and all SBSs inC2,−n are silenced to facilitate the transmission of filen to u0, and all

SBSs inΦs \ C2 are assumed to be active to serve other users.

Fig. 1 illustrates the SBS cooperation scenario under the two schemes. Note that, under each

scheme, we refer to an SBS inC1,n or C2,n as a serving SBS and an SBS inΦs \ C1,n or Φs \ C2
as an interfering SBS. Similarly, whenu0 is served by its nearest MBS, we refer to the nearest

MBS as the serving MBS and other MBSs as interfering MBSs. Assume that CSI is not known

at any BS. Thus, we cannot adopt prior phase correction at cooperative SBSs, and will now

instead consider non-coherent joint transmission [7].

Remark 1 (Comparison between Scheme 1 and Scheme 2):When cooperative SBSs inC1,n
(under Scheme 1) andC2,n (under Scheme 2) jointly transmit the same data tou0, we have the

following statements.

1) The number of serving SBSs under Scheme 2 (i.e.,|C2,n|) is a random variable with the mean

of TnK, while the number of serving SBSs under Scheme 1 (i.e.,K) is fixed. Assuming

Tn < 1, the average number of serving SBSs under Scheme 2 is always smaller than that

under Scheme 1, and the average received signal power under Scheme 2 is weaker than

that under Scheme 1.

2) The numbers of interfering SBSs under the two schemes are the same. The average inter-

ference power under Scheme 1 is stronger than that under Scheme 2.

3) If Tn = 1 for all n = 1, · · · ,M and Tn = 0 for all n = M + 1,M + 2, · · · , N (i.e., the

MPC design is adopted at all SBSs), Scheme 1 and Scheme 2 become the same scheme.

We consider an interference-limited network and neglect the background thermal noise [28].

We now derive the instantaneous received signal-to-interference ratio (SIR) atu0. Let hx,l and

rx,l denote thefading and distance between BSl in tier x ∈ {s,m} andu0, respectively.Let lm

and ls denote the indexes of the serving MBS and SBS ofu0, respectively.Thus, under each

scheme, ifu0 is served by its serving MBS, the SIR atu0 is given by

γm =
Pm|hm,lm|2r−αm

m,lm
∑

l∈Φs

Ps|hs,l|2r−αs
s,l +

∑

l∈Φm\{lm}

Pm|hm,l|2r−αm
m,l

. (3)

Otherwise,u0 non-coherently combines desired signals from serving SBSsby accumulating their

June 29, 2021 DRAFT
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amplitudes [32], and the SIRs atu0 under Scheme 1 and Scheme 2 are given by

γs1,n=

∣
∣
∣
∣
∣

∑

ls∈C1,n

√
Pshs,lsr

−αs/2
s,ls

∣
∣
∣
∣
∣

2

∑

l∈Φs\C1,n

Ps|hs,l|2r−αs
s,l +

∑

l∈Φm

Pm|hm,l|2r−αm
m,l

, (4)

γs2,n=

∣
∣
∣
∣
∣

∑

ls∈C2,n

√
Pshs,lsr

−αs/2
s,ls

∣
∣
∣
∣
∣

2

∑

l∈Φs\C2

Ps|hs,l|2r−αs
s,l +

∑

l∈Φm

Pm|hm,l|2r−αm
m,l

. (5)

In this paper, we employ the successful transmission probability (STP) [24] as the system

performance metric.Each file is transmitted at a target bit rateτ (bps).u0 successfully receives

file n if the channel capacity between the serving MBS or SBSs andu0 exceedsτ . Let ψschi
(T)

denote the STP under Schemei, i = 1, 2. Then we have:

ψsch1
(T)=

∑

n∈N
an (Pr [τm > τ ]1 [Tn = 0] + Pr [τs1 > τ ]1 [Tn > 0]) , (6)

ψsch2
(T)=

∑

n∈N
an

(

Pr [τm > τ, C2,n = 0] +
∑K

k=1
Pr [τs2 > τ, C2,n = k]

)

, (7)

whereτm ,Wmlog2 (1 + γm) represents the channel capacity between the serving MBS andu0

under both schemes,τs1 , Wslog2 (1 + γs1,n) andτs2 ,Wslog2 (1 + γs2,n) represent the channel

capacity between the serving SBSs andu0 under Scheme 1 and Scheme 2, respectively,1[•]
denotes the indicator function, andC2,n , |C2,n| denotes the number of the SBSs storing filen

in C2,n.

III. A NALYSIS AND OPTIMIZATION OF PERFORMANCE UNDERSCHEME 1

In this section, we first analyze the STP under Scheme 1 for a given caching distributionT

of the random caching scheme. Then we maximize the STP by optimizing T.

A. Analysis of Successful Transmission Probability

In this part, we analyze the STPψsch1
(T) under Scheme 1 using tools from stochastic

geometry. Whenu0 is served by its serving MBS, as in the traditional connection-based HetNets,

Pr [τm > τ ] can be calculated using the method in [14]. Whenu0 is served by its serving SBSs,

different from the traditional connection-based HetNets,there are three types of interferers,

namely, i) all the other SBSs storing the desired file ofu0 besides its serving SBSs, ii) all
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the SBSs without the desired file ofu0, and iii) all the MBSs. By carefully handling these

distributions,Pr [τs1 > τ ] in (6) can be calculated. Thus, we have the following theorem.

Theorem 1 (STP under Scheme 1):The STPψsch1
(T) of u0 is given by

ψsch1
(T) =

∑

n∈N
an(ψm1 [Tn = 0] + ψs1(Tn)1 [Tn > 0]), (8)

whereψm andψs1(Tn) are given by

ψm =

∫ ∞

0

exp (−Bm,s(αm, αs, 1, θm, u))du, (9)

ψs1 (Tn) =







∫ ∞

0

exp (−Bs,m(αs, αm, Tn, θs, u)) du, K = 1,

∫ 1

0

· · ·
∫ 1

0

∫ ∞

0

exp

(

−Bs,m

(

αs, αm, Tn,
θs

1 +
∑K−1
k=1 t

−αs
2

k

, u

))

uK−1

(K − 1)!
dt1 · · ·dtK−1du, K ≥ 2.

(10)

Here,θm , 2τ/Wm − 1, θs , 2τ/Ws − 1 and

Bx,y(αx, αy, T, θ, u) ,
2π2−αx/αy

αy
csc

(
2π

αy

)
λy

λ
αx/αy
x

(
θPy
Px

)2/αy ( u

T

)αx/αy

+ u

((
1

T
− 1

)
2π

αx
csc

(
2π

αx

)

θ2/αx + 2F1

(

− 2

αx
, 1; 1− 2

αx
;−θ

))

, (11)

where (x, y) = (s,m) or (m, s) and 2F1(a, b; c; d) denotes the Gaussian hypergeometric func-

tion [33].3

Proof: See Appendix A.

In Theorem1, ψm represents the STP of each file whenu0 is served by its serving MBS and

ψs1(Tn) represents the STP of filen whenu0 is jointly served by its serving SBSs inC1,n. Based

on Theorem1, we have the following remark.

Remark 2 (Properties of Theorem1): From Theorem1, a few observations are in order.

1) ψm increases with λm
λ
αs/αm
s

. That is, the STP of a file transmitted by the nearest MBS is higher

when the MBS density is larger or the SBS density is smaller.

2) ψs1(Tn) increases with λs
λ
αm/αs
m

. That is, the STP of filen transmitted by the serving SBSs

in C1,n is higher when the SBS density is larger or the MBS density is smaller.

3) ψs1(Tn) is an increasing function ofTn. That is, the STP of filen transmitted by the serving

SBSs inC1,n is higher when the probability of storing filen at an SBS is larger.

Next, to obtain some simpler expressions forψsch1
(T) in Theorem1, we consider the sym-

metric case whereαs = αm = α. We have the following corollary.

3Note that, whenα = 4, we have2F1(− 2

α
, 1; 1− 2

α
;−θ) =

√
θ arctan(

√
θ) + 1.
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Corollary 1 (STP under Scheme 1 forαs = αm = α): Whenαs = αm = α, the STPψsch1(T)

is given by (6) with ψm andψs1(Tn) given by

ψm=
1

Bm,s(α, α, 1, θm, 1)
, (12)

ψs1(Tn)=







1

Bs,m(α, α, Tn, θs, 1)
, K = 1,

∫ 1

0

· · ·
∫ 1

0

dt1 · · · dtK−1
(

Bs,m

(

α, α, Tn,
θs

1+
∑K−1

k=1
t
−α

2
k

, 1

))K
, K ≥ 2,

(13)

whereBx,y(αx, αy, T, θ, u) is given by (11).

Proof: Corollary1 can be easily proved by using the equality
∫∞

0
e−axxn−1dx = a−n(n−1)!.

We omit the details due to page limitation.

In Corollary1, we obtain a closed-form expression ofψsch1
(T) whenK = 1 andαs = αm = α.

In this case,ψs1(Tn) is concave and thusψsch1
(T) is concave. Later, we shall see that the

concavity greatly facilitates the optimization ofψsch1(T) when K = 1 and αs = αm = α.

Furthermore, whenK ≥ 2 andαs = αm = α, we obtain a simpler expression ofψsch1
(T) than

that of Theorem 1, which can be used to facilitate the numerical evaluation ofψsch1
(T).

Fig. 2(a) plots the STPψsch1(T) versus the target bit rateτ and verifies Theorem1. In addition,

as expected, we see that the STPψsch1
(T) decreases with the target bit rateτ and increases with

the number of cooperative SBSsK. Besides, the marginal STP gain of including one more SBS

into joint transmission decreases withK.

B. Optimization of Successful Transmission Probability

The caching distributionT significantly affects the STP under Scheme 1. We would like to

maximizeψsch1
(T) in (8) by optimizingT. Note that, when studying Scheme 1, we focus on

the region in whichψs1(1) > ψm. In this region,u0 prefers receiving files from SBSs, as SBSs

can offer a higher STP than the nearest MBS. Specifically, we have the following problem.

Problem 1 (Optimization of STP under Scheme 1):

ψ∗
sch1

,max
T

ψsch1(T) (14)

s.t. (1), (2).

Here,T∗ denotes the optimal solution andψ∗
sch1

= ψsch1
(T∗) denotes the optimal value.

As the structure ofψsch1
(T) in Problem1 is very complex. To obtain design insights, we first

analyze the optimality properties of Problem1.

June 29, 2021 DRAFT
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Fig. 2. STPψsch1
(T) versusτ . M = 2, N = 10, T1 = 0.9, T2 = 0.8, T3 = 0.3, Tn = 0 for n = 4, 5, · · · , N ,

λm = 1
5002π m−2, λs = 1

502π m−2, Pm = 43 dBm, Ps = 23 dBm, αs = αm = 4, Wm = 0.2 MHz, Ws = 20

MHz, andan = n−γ
∑

n∈N
n−γ with Zipf exponentγ = 0.8. In the Monte Carlo simulations, we choose a large

spatial window, which is a square of104× 104 m2, and the final simulation results are obtained by averaging

over 104 independent realizations.

Lemma 1 (Optimality Properties of Problem1): There existsN∗
s ∈

{

M,M+1, · · · ,min
{⌈

M
Tth

⌉

−
1, N

}}

such that the optimal solutionT∗ to Problem1 satisfies1 ≥ T ∗
1 ≥ T ∗

2 ≥ · · · ≥ T ∗
N∗

s
> Tth

andT ∗
N∗

s +1 = T ∗
N∗

s +2 = · · · = T ∗
N = 0, whereTth ∈ (0, 1) is the root toψs1(x) = ψm.4

Proof: See Appendix B.

Remark 3 (Interpretation of Lemma1): From Lemma1, a few observations are in order.

1) A file of higher popularity should be stored at the SBS tier with a higher probability (i.e.,

stored at more SBSs), and some files of low popularity may not be stored. In addition,

theN∗
s most popular files are stored at the SBS tier and their cachingprobabilities are no

smaller thanTth.

2) From (9), we see thatψm is independent ofK. From (4) and (6), we know thatψs1(Tn)

increases withK. Hence, asK increasing, the root of equationψs1(x) = ψm, i.e., Tth,

decreases withK, implying thatmin
{⌈

M
Tth

⌉

− 1, N
}

is nondecreasing withK. That is, as

more SBSs jointly servingu0, more files can be stored at the SBS tier.

3) WhenN∗
s = M , we haveT ∗

n = 1 for n = 1, · · · ,M , andT ∗
n = 0 for n = M + 1,M +

2, · · · , N , i.e., the optimal caching reduces to MPC [14].

In general, it is difficult to show the convexity of the objective functionψsch1
(T). However, the

constraint set is obviously convex. In addition, due to the indicator function1[•] in ψsch1
(T), the

4Tth can be calculated by the bisection method due to the monotonicity of ψs1(x) w.r.t. x.

June 29, 2021 DRAFT



12

objective functionψsch1
(T) is not differentiable w.r.t.T, which means that we cannot directly

apply the standard gradient projection method in [23] to obtain a local optimal solution of

Problem1 numerically. In the following, we construct an equivalent problem of Problem1 by

making use of the optimality properties in Lemma1.

From Lemma1, we know that theN∗
s most popular files are stored in the SBS tier. Thus, to

solve Problem1, we can introduce an auxiliary variableNs ∈
{

M,M + 1, · · · ,min
{⌈

M
Tth

⌉

−
1, N

}}

and rewrite the STPψsch1
(T) in (6) as

ψsch1
(T, Ns)=Ps(T, Ns) + Pm(Ns), (15)

wherePs(T, Ns) ,
∑Ns

n=1 anψs1(Tn), Pm(Ns) ,
∑N

n=Ns+1 anψm, Tn ≥ Tth for n = 1, · · · , Ns,

andTn = 0 for n = Ns + 1, Ns + 2, · · · , N . Note thatψsch1
(T, Ns) is differentiable w.r.t.T, for

any givenNs. Thus, we have an equivalent problem of Problem1 as follows.

Problem 2 (Equivalent Problem of Problem1):

ψ∗
sch1

,max
T,Ns

ψsch1
(T, Ns)

s.t. Ns ∈
{

M,M + 1, · · · ,min

{⌈
M

Tth

⌉

− 1, N

}}

, (16)

Tth ≤ Tn ≤ 1, n = 1, · · · , Ns, (17)

Tn = 0, n = Ns + 1, Ns + 2, · · · , N, (18)
Ns∑

n=1

Tn =M. (19)

Here,T∗ andN∗
s denote the optimal solution andψ∗

sch1
= ψsch1(T

∗, N∗
s ) denotes the optimal

value.

Note thatT∗ and ψ∗
sch1

given by Problem2 are the same as those given by Problem1.

Therefore, instead of solving Problem1, we can solve Problem2. Problem2 is a mixed discrete-

continuous optimization problem with two main challenges.One is the choice of the number of

different files stored at the SBS tier, i.e.,Ns (discrete variables), and the other is the choice of

the caching distributionT (continuous variables) of the random caching scheme for theSBS tier.

We thus propose an equivalent alternative formulation of Problem2 which naturally subdivides

Problem2 according to these two aspects.

Problem 3 (Equivalent Problem of Problem2):

ψ∗
sch1

, max
Ns

P∗
s (Ns) + Pm(Ns) (20)
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s.t. (16),

where

P∗
s (Ns) , max

T

Ps(T, Ns) (21)

s.t. (17), (18), (19).

Here,T∗(Ns) denotes the optimal solution to the optimization in (21) for givenNs, P∗
s (Ns) =

P∗
s (T

∗(Ns), Ns) denotes the optimal value of the optimization in (21) for givenNs, N∗
s denotes

the optimal solution to the optimization in (16), andψ∗
sch1

= P∗
s (N

∗
s ) + Pm(N

∗
s ) denotes the

optimal value of the optimization in (16). Note thatT∗(N∗
s ) = T

∗, whereT
∗ is given by

Problem2.

For givenNs, the problem in (21) is a continuous optimization of a differentiable function

Ps(T, Ns) over a convex set. In general, it is difficult to show the convexity of ψs1(Tn) in

(10) and hence the convexity ofPs(T, Ns). SincePs(T, Ns) is differentiable, we can apply the

standard gradient projection method, e.g., Algorithm 1 in [23], to obtain a local optimal solution

to the optimization in (21).

From Corollary1, we know that whenK = 1 andαs = αm = α, ψs1(Tn) is concave, implying

thatPs(T, Ns) is concave, and Slaters condition is satisfied, implying that strong duality holds.

In this case, we can obtain a closed-form optimal solution tothe convex optimization in (21)

using KKT conditions.

Lemma 2 (Optimal Solution to Problem (21) for K = 1 andαs = αm = α): WhenK = 1 and

αs = αm = α, for any givenNs ≤ min
{⌈

M
Tth

⌉

− 1, N
}

, the optimal solution to the optimization

in (21) is given by

T ∗
n(Ns) =







min
{

max
{

1
c2

(√
anc1
ν∗
− c1

)
, Tth

}

, 1
}

, n = 1, · · · , Ns

0, n = Ns + 1, Ns + 2, · · · , N

wherec1 , 2πα−1 csc (2πα−1) θ2α
−1

s (1+λmλ
−1
s (PmP

−1
s )2α

−1

), c2 , −2πα−1 csc (2πα−1) θ2α
−1

s +

2F1(−2α−1, 1; 1− 2α−1;−θs), c3 , 2πα−1 csc (2πα−1) θ2α
−1

m (1 + λsλ
−1
m (PsP

−1
m )2α

−1

), Tth = c1
c3

,

andν∗ satisfies
Ns∑

n=1

min

{

max

{
1

c2

(√
anc1
ν∗
− c1

)

, Tth

}

, 1

}

=M.

Proof: Lemma2 can be proved in a similar way to Lemma 6 in [24]. We omit the details

due to page limitation.
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Algorithm 1 Optimal Solution to the Problem3

1: ψ∗
sch1
← 0.

2: CalculateTth using Lemma2 (whenK = 1 andαs = αm = α) or the bisection method (whenK ≥ 2 or

αs 6= αm).

3: for N∗
s =M to min

{⌈
M
Tth

⌉

− 1, N
}

do

4: Obtain T
∗(N∗

s ) and P∗
s (N

∗
s ) by solving the optimization in (21) using Lemma2 (when K = 1 and

αs = αm = α) or the gradient projection method (whenK ≥ 2 or αs 6= αm).

5: if ψ∗
sch1

< P∗
s (N

∗
s ) + Pm(N

∗
s ) then

6: ψ∗
sch1
← P∗

s (N
∗
s ) + Pm(N

∗
s ) andT∗ ← T

∗(N∗
s )

7: end if

8: end for

Given solutions obtained using the standard gradient projection method or Lemma2, the op-

timization in (16) is a discrete optimization over the set
{

M,M + 1, · · · ,min
{⌈

M
Tth

⌉

− 1, N
}}

of cardinalitymin
{⌈

M
Tth

⌉

− 1, N
}

−M + 1. The discrete optimization problem in (16) can be

solved directly using exhaustive search of complexityO(N).

Finally, combining the above discrete part and continuous part, we can obtain a global (when

K = 1 andαs = αm = α) or local (whenK ≥ 2 or αs 6= αm) optimal solution to Problem3 as

summarized in Algorithm1.

IV. A NALYSIS AND OPTIMIZATION OF PERFORMANCE UNDERSCHEME 2

In this section, we first analyze the STP under Scheme 2 for a given caching distributionT

of the random caching scheme. Then we maximize the STP by optimizing T.

A. Analysis of Successful Transmission Probability

In this part, we analyze the STPψsch2
(T) in (7), using tools from stochastic geometry. It

is more challenging to calculateψsch2
(T) than to calculateψsch1(T) under Scheme 1, as the

number of the serving BSs ofu0, i.e.,C2,n, is a random variable. Specifically, ifC2,n = 0, u0 is

served by its nearest MBS, or otherwise by theC2,n SBSs inC2,n. Thus, to calculateψsch2
(T),

we first need to calculate the probability mass function (p.m.f.) Pr [C2,n = k], k = 0, 1, · · · , K
of C2,n. Under the random caching scheme, each SBS stores filen with probabilityTn, and we

haveC2,n ⊆ C2 and |C2|= K. Thus,C2,n follows the binomial distribution with parameterK

and Tn, i.e., Pr [C2,n = k] =
(
K
k

)
T kn (1 − Tn)

K−k. Note that, we havePr [τm > τ, C2,n = 0] =
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Pr [τm > τ ] Pr[C2,n = 0] andPr [τs2 > τ, C2,n = k] = Pr[τs2 > τ |C2,n = k] Pr[C2,n = k]. Since

Pr[τm > τ ] is already given by Theorem1, it remains to calculatePr[τs2 > τ |C2,n = k], which

depends on the joint p.d.f. of the distances between thek serving SBSs andu0. To calculate this

joint p.d.f., we consider the following two cases: i) there exist k SBSs out of theK − 1 nearest

SBSs storing filen and theK-th nearest SBS does not store filen; ii) there existk−1 SBSs out

of theK − 1 nearest SBSs storing filen and theK-th nearest SBS stores filen. By carefully

handling these two cases, the joint p.d.f. of the distances between thek SBSs andu0 can be

obtained.Then, based on this joint p.d.f.,Pr [τs2 > τ |C2,n = k] can be calculated by following

similar steps as in the derivation ofψs1 (Tn) in (10). Thus, we have the following theorem.

Theorem 2 (STP under Scheme 2):The STPψsch2
(T) of u0 is given by

ψsch2
(T) =

∑

n∈N
anψms(Tn), (22)

whereψms(Tn) is given by

ψms(Tn) , (1− Tn)Kψm +
∑K

k=1

(
K

k

)

T kn (1− Tn)K−k
ψs2,k. (23)

Here,ψm is given by (9) andψs2,k ,
(
1− k

K

)
qk,1 +

k
K
qk,2 with qk,1 andqk,2 given by

qk,1 =







∫ 1

0

· · ·
∫ 1

0

∫ ∞

0

exp

(

−Bs,m

(

αs, αm, 1,
θs

∑k
i=1 t

−αs
2

i

, u

))

uK−1

(K − 1)!
dt1 · · · dtkdu, k = 1, · · · ,K − 1,

0, k = K,

(24)

qk,2 =







∫ ∞

0

exp (−Bs,m (αs, αm, 1, θs, u))
uK−1

(K − 1)!
du, k = 1,

∫ 1

0

· · ·
∫ 1

0

∫ ∞

0

exp

(

−Bs,m

(

αs, αm, 1,
θs

1 +
∑k

i=1 t
−αs

2

i

, u

))

uK−1

(K − 1)!
dt1 · · · dtk−1du, k = 2, · · · ,K,

(25)

whereBx,y(αx, αy, T, θ, u) is given by (11).

Proof: See Appendix C.

In Theorem2, ψms(Tn) represents the STP of filen andψs2,k represents the conditional STP

of file n, given thatu0 is jointly served by theC2,n = k SBSs inC2,n. Based on Theorem 2, we

have the following remark.

Remark 4 (Properties of Theorem 2):From Theorem 2, a few observations are in order.

1) From (23), (24) and (25), we easily see thatψs2,k > ψs2,k−1 for all k = 2, · · · , K, which

means that including one more SBS into joint transmission yields a higher STP.
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2) If ψs2,1 > ψm, ψms(Tn) is an increasing function ofTn. That is, a file of higher probability

being stored at an SBS has a higher STP. Furthermore, ifψs2,k+1− ψs2,k ≤ ψs2,k − ψs2,k−1

for all k = 1, · · · , K − 1, whereψs2,0 , ψm, ψms(Tn) is concave [27] and thus,ψsch2(T)

is concave. Later, we shall see that the concavity greatly facilitates the optimization of the

STPψsch2
(T). Note that, the conditionψs2,k+1 − ψs2,k ≤ ψs2,k − ψs2,k−1 implies that the

marginal STP gain of including one more SBS into joint transmission is decreasing and is

smaller than the marginal STP gain of using an SBS instead of the nearest MBS.

3) If K = 1, ψms(Tn) is linear and thus,ψsch2
(T) is linear. Later, we shall see that the linearity

greatly facilitates the optimization of the STPψsch2
(T) whenK = 1.

Next, to obtain some simpler expressions forψsch2
(T) in Theorem2, we consider the sym-

metric case whereαs = αm = α. We have the following corollary.

Corollary 2 (STP under Scheme 2 forαs = αm = α): Whenαs = αm = α, the STPψsch2(T)

is given by (22), whereqk,1 andqk,2 in (24) and (25) can be simplified as

qk,1=







∫ 1

0

· · ·
∫ 1

0

dt1 · · · dtk
(

Bs,m

(

α, α, 1, θs
∑

k
i=1

t
−α

2
i

))K
, k = 1, · · · ,K − 1,

0, k = K,

(26)

qk,2=







1

(Bs,m(α, α, 1, θs, 1))
K
, k = 1,

∫ 1

0

· · ·
∫ 1

0

dt1 · · ·dtk−1
(

Bs,m

(

α, α, 1, θs

1+
∑k−1

i=1
t
−α

2
i

))K
, k = 2, · · · ,K.

(27)

Here,Bx,y(αx, αy, T, θ, u) is given by (11).

Proof: Corollary 2 can be proved in a similar way to Corollary1. We omit the details due

to page limitation.

In Corollary2, we obtain a closed-form expression ofψsch2
(T) whenK = 1 andαs = αm = α.

Furthermore, whenK ≥ 2 andαs = αm = α, we obtain a simpler expression ofψsch2
(T) than

that of Theorem 2, which can be used to facilitate the numerical evaluation ofψsch2
(T).

Fig. 3 plots the STPψsch2
(T) versus the target bit rateτ and verifies Theorem2. As expected,

we see that the STPψsch2
(T) decreases with the target bit rateτ and increases with the number of

cooperative SBSsK. Besides, the marginal STP gain of including one more SBS into cooperation

transmission decreases withK.

June 29, 2021 DRAFT



17

0 2 4 6 8 10
Target Bit Rate,  (Mbps) 

0.3

0.4

0.5

0.6

S
uc

ce
ss

fu
l T

ra
ns

m
is

si
on

 P
ro

ba
bi

lit
y

Fig. 3. STPψsch2
(T) versusτ . M = 2, N = 10, T1 = 0.9, T2 = 0.8, T3 = 0.3, Tn = 0 for n = 4, 5, · · · , N ,

λm = 1
5002π m−2, λs = 1

502π m−2, Pm = 43 dBm, Ps = 23 dBm, αs = αm = 4, Wm = 0.2 MHz, Ws = 20

MHz, andan = n−γ
∑

n∈N
n−γ with Zipf exponentγ = 0.8. In the Monte Carlo simulations, we choose a large

spatial window, which is a square of104× 104 m2, and the final simulation results are obtained by averaging

over 104 independent realizations.

B. Optimization of Successful Transmission Probability

The caching distributionT significantly affects the STP under Scheme 2. We would like to

maximizeψsch2
(T) in (22) by optimizingT. Note that, when studying Scheme 2, we focus on

the region in whichψs2,1 > ψm. In this region,u0 prefers receiving files from SBSs, as SBSs

can offer a higher STP than the nearest MBS. Specifically, we have the following problem.

Problem 4 (Optimization of STP under Scheme 2):

ψ∗
sch2

, max
T

ψsch2
(T) (28)

s.t. (1), (2).

Here,T∗ denotes the optimal solution,ψ∗
sch2

= ψsch2
(T∗) denotes the optimal value, andψsch2(T)

is given by (22).

Note that, different fromψsch1
(T) in (8), ψsch2

(T) is a differentiable function ofT. Using

KKT conditions,we obtain the following optimality properties of Problem4.

Lemma 3 (Optimality Properties of Problem4): If T ∗
n is an optimal solution to Problem4,

then there existsν ∈ R such that






anψ
′

ms(T
∗
n) ≤ ν, if T ∗

n = 0,

anψ
′

ms(T
∗
n) = ν, if T ∗

n ∈ (0, 1),

anψ
′

ms(T
∗
n) ≥ ν, if T ∗

n = 1,

(29)
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Algorithm 2 Optimal Solution to the Problem4

1: if K = 1 or ψs2,k+1 − ψs2,k ≤ ψs2,k − ψs2,k−1 for all k = 1, · · · ,K − 1 then

2: f ← 1, νlb = min
n∈N

min
x∈[0,1]

anψ
′

ms(x), νub = max
n∈N

max
x∈[0,1]

anψ
′

ms(x)

3: while f = 1 do

4: ν ← νlb +
νub−νlb

2

5: CalculateT ∗
n using Lemma3, n = 1, · · · , N .

6: if
∑N

n=1 T
∗
n =M then

7: f ← 0

8: else if
∑N
n=1 T

∗
n > M then

9: νlb ← ν

10: else

11: νub ← ν

12: end if

13: end while

14: else

15: CalculateT ∗
n using gradient projection method,n = 1, · · · , N .

16: end if

whereψ
′

ms(x) ,
dψms(x)

dx
with ψms(x) given by (23). Furthermore, we have1 ≥ T ∗

1 ≥ T ∗
2 ≥

· · · ≥ T ∗
N ≥ 0.

Proof: See Appendix D.

From Lemma3, we see that a file of higher popularity should be stored at theSBS tier with

a higher probability (i.e., stored at more SBSs). In addition, we know that all files satisfying

T ∗
n ∈ (0, 1) must have the sameanψ

′

ms(T
∗
n), which is less than or equal toanψ

′

ms(T
∗
n) for the

files not stored at the SBS tier and greater than or equal toanψ
′

ms(T
∗
n) for the files always being

stored at the SBS tier.

Whenψs2,k+1−ψs2,k ≤ ψs2,k−ψs2,k−1 for all k = 1, · · · , K−1, from Remark4, we know that

ψms(Tn) is a concave function ofTn, and thus,ψsch2
(T) is a concave function ofT. In this case,

Problem4 reduces to a convex optimization problem. In particular, from Remark4, we know

that whenK = 1, ψms(Tn) is a linear function ofTn, and thus,ψsch2
(T) is a linear function of

T. In this case, Problem4 reduces to a linear programming problem. Thus, in these two cases,

global optimal solutions to Problem4 can be obtained. In addition,ψ
′

ms(Tn) is a monotonic

decreasing function ofTn whenψs2,k+1 − ψs2,k ≤ ψs2,k − ψs2,k−1 for all k = 1, · · · , K − 1 and

is a constant whenK = 1. Thus, in these two cases,ν in Lemma3 can be easily obtained by
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Fig. 4. Comparisons between Scheme 1 and Scheme 2 whereM = 25 andγ = 0.8.

the bisection method, andT∗ can be then determined by (29). Therefore, in these two cases, we

can use Lemma3 to obtain global optimal solutions to Problem4.

Whenψs2,k+1 − ψs2,k > ψs2,k − ψs2,k−1 for all k = 1, · · · , K − 1, it is difficult to determine

the concavity ofψms(Tn). In this case, a local optimal solution to Problem4 can be obtained

using gradient projection method [23].

Finally, we can obtain a global (whenK = 1 or ψs2,k+1 − ψs2,k ≤ ψs2,k − ψs2,k−1 for all

k = 1, · · · , K − 1) or local (whenψs2,k+1 − ψs2,k > ψs2,k − ψs2,k−1 for all k = 1, · · · , K − 1)

optimal solution to Problem4 as summarized in Algorithm 2.

V. NUMERICAL RESULTS

In this section, we first compare the two proposed cooperative transmission schemes under

the optimal caching designs. Then, under each scheme, we compare the optimal caching design

with three baseline caching designs, i.e., MPC [14], IIDC [19] and UC [18]. Specifically, under

Scheme 1, Algorithm1 is used to obtain a local or global optimal caching distribution to Problem

1. Under Scheme 2, Algorithm 2 is used to obtain a local or global optimal caching distribution

to Problem4. Unless otherwise stated, our simulation environment settings are as follows:τ = 1

Mbps,λm = 1
5002π

m−2, λs =
1

502π
m−2, Pm = 43 dBm,Ps = 23 dBm,Wm = 0.2 MHz, Ws = 20

MHz, αs = αm = 4, N = 100 andan = n−γ
∑

n∈N n−γ , whereγ is the Zipf exponent.

A. Comparisons Between Scheme 1 and Scheme 2

In this part, we compare the two cooperative transmission schemes under the optimal caching

designs. Fig.4 illustrates the STP under each scheme versus the number of cooperative SBSsK
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Fig. 5. Comparisons between the optimal caching and baselines under various number of cooperative SBSsK

at M = 25 andγ = 0.8.

and the target bit rateτ , respectively. From Fig.4(a), we observe that the STP under each scheme

increases withK, since largerK leads to higher desired signal power and lower interference

power. In addition, whenK is large, e.g.,K ≥ 2, the marginal STP increase w.r.t.K under

Scheme 1 becomes small. This is because the average desired signal power from an SBS far

from the typical user is weak, and the advantage of incorporating it in the joint transmission is

negligible. While, for allK = 1, · · · , 5, the marginal STP increase w.r.t.K under Scheme 2 is

large. This is because whenK = 1, · · · , 5, the nearestK SBSs are still close to the typical user,

including one more SBS in the joint transmission greatly increases the desired signal power, and

silencing one more SBS significantly reduces interference power. Furthermore, whenK is small,

Scheme 1 outperforms Scheme 2, implying that including one more SBS in the joint transmission

is preferable in this region; whenK is large, Scheme 2 outperforms Scheme 1, implying that

silencing one more SBS is preferable in this region. From Fig. 4(b), we observe that the STP

under each scheme decreases withτ . In addition, whenτ is small, Scheme 1 outperforms Scheme

2, implying that SBS joint transmission is preferable in this region. Whenτ is large, Scheme 2

outperforms Scheme 1, implying that SBS silencing is preferable in this region.

B. Comparisons Between the Optimal Caching Designs and Baselines

In this part, under each cooperative transmission scheme, we compare the optimal caching

design and three baseline caching designs. From Fig.5–7, we can observe that the optimal

caching design outperforms all three baselines under each cooperation transmission scheme.
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Fig. 6. Comparisons between the optimal caching and baselines under various cache sizeM at K = 3 and

γ = 0.8.

In the following, similarly, for the the optimal caching design under Scheme 2, we denote

max{n ∈ N : T ∗
n ≥ 10−2} by N∗

s , indicating the number of different files stored at SBSs. Note

that, here we choose10−2 as the lower bound instead of0 to accommodate the calculation error

by the numerical algorithm.

Specifically, Fig.5 illustrates the STP versus the number of cooperative SBSsK. From Fig.

5, we observe that under the optimal caching, a largerK leads to a largerN∗
s (up toN), which

means that the larger the number of cooperative SBSs, the more files should be stored at the

SBS tier. Since MPC stores only theM ≤ N∗
s most popular files at each SBS tier, the optimal

caching can achieve higher file diversity and thus outperforms MPC. As UC cannot exploit the

file popularity to improve the performance, and IIDC may store multiple copies of the same file,

leading to storage waste, the optimal caching outperforms UC and IIDC.

Fig. 6 illustrates the STP versus the cache sizesM . We can see that withM increasing,

the performance of all designs increases. This is because asM increases, each SBS can store

more files, and the probability that a requested file is storedat the cooperative SBSs increases.

Furthermore, we see that whenM increases,N∗
s increases (up toN), implying that the larger the

cache size, the more files will be stored at the SBS tier. In addition, whenM becomes sufficiently

large, the STP gap between the optimal caching and MPC or UC becomes much smaller.

Fig. 7 illustrates the STP versus the Zipf exponentγ. We can see that the performance of

the optimal caching, MPC and IIDC increases withγ, whereas the STP of UC stays flat with

γ since it does not exploit any file popularity. In addition, for a largeγ, the optimal caching
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Fig. 7. Comparisons between the optimal caching and baselines under various Zipf exponentγ atK = 3 and

M = 25.

reduces to MPC, implying that only a small number of the most popular files should be stored

at the SBS tier in this region. While for a smallγ, the optimal caching reduces to UC, implying

that a large number of files should be stored at the SBS tier in this region.

VI. CONCLUSION

In this paper, we jointly considered SBS caching and cooperation in a downlink large-

scale HetNet. Based on a random caching design, two cooperative transmission schemes were

proposed. Utilizing tools from stochastic geometry, we derived tractable expressions for the

STP under each scheme. Then, under each scheme, we considered the STP maximization. By

exploring optimality properties and using optimization techniques, a local optimal solution in the

general case and global optimal solutions in some special cases were obtained for each scheme.

Under each scheme, compared with some existing caching designs in the literature, e.g., MPC,

IIDC and UC, the optimal caching design achieved better STP performance.

APPENDIX A: PROOF OF THETHEOREM 1

To prove Theorem1, we rewrite (6) as follows:

ψsch1
(T)=

∑

n∈N

an

(

Pr [Wmlog2 (1 + γm) > τ ]
︸ ︷︷ ︸

,ψm

1 [Tn = 0] + Pr [Wslog2 (1 + γs1,n) > τ ]
︸ ︷︷ ︸

,ψs1(Tn)

1 [Tn > 0]

)

, (30)

whereγm andγs1,n are given by (3) and (4), respectively. Based on (30), we calculateψm and

ψs1(Tn), respectively.
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Calculation ofψm

Consider the case thatu0 is served by its nearest MBS. First, we rewrite the SIR expres-

sion in (3) as γm = Xm
Is+Im

, whereXm , Pmhm,lmr
−αm
m,lm , Is ,

∑

l∈Φs
Ps|hs,l|2r−αs

s,l and Im ,
∑

l∈Φm\lm
Pm|hm,l|2r−αm

m,l . Conditioning onrm,lm = r, we have:

ψm,rm,lm
(r),Pr [Wm log2(1 + γm) > τ |rm,lm = r]

=EIs,Im [Pr [Xm ≥ θm(Is + Im)|rm,lm = r]]
(a)
= EIs,Im

[

exp

(

−r
αm

Pm
θm(Is + Im)

)]

(b)
=EIs

[

exp

(

−r
αm

Pm
θmIs

)]

︸ ︷︷ ︸

,LIs (z,r)|z=rαm
Pm

θm

EIm

[

exp

(

−r
αm

Pm
θmIm

)]

︸ ︷︷ ︸

,LIm (z,r)|
z= rαm

Pm
θm

, (31)

whereθm , 2τ/Wm−1, (a) is obtained by noting thatXm is an exponential random variable with

meanPmr
−αm , i.e.,Xm ∼ exp (rαmθmP

−1
m ), and (b) is due to the independence of the Rayleigh

fading channels and the independence of the homogeneous PPPs.LIs(z, r) andLIm(z, r) repre-

sent the Laplace transforms of the interferenceIs and Im, respectively. To calculateψm,rm,lm
(r)

according to (31), we first calculateLIs(z, r) andLIm(z, r), respectively, as follows:

LIs(z, r)=E

[

exp

(

−z
∑

l∈Φs

Ps|hs,l|2r−αs
s,l

)]

= E

[
∏

l∈Φs

exp
(

−zPs|hs,l|2r−αs
s,l

)
]

(c)
=exp

(

−2πλs

∫ ∞

0

(

1− 1

1 + zPsv−αs

)

vdv

)

= exp

(

−2π2

αs
csc

(
2π

αs

)

λs (zPs)
2/αs

)

, (32)

LIm(z, r)=E



exp



−z
∑

l∈Φm\lm

Pm|hm,l|2r−αm
m,l







 = E




∏

l∈Φm\lm

exp
(

−zPm|hm,l|2r−αm
m,l

)





(d)
=exp

(

−2πλm

∫ ∞

r

(

1− 1

1 + zPmv−αm

)

vdv

)

=exp

(

−πλmr
2

(

2F1

(

− 2

αm
, 1; 1− 2

αm
,−zPm

rαm

)

− 1

))

, (33)

where (c) and (d) are obtained by utilizing the probability generating functional of PPP [31].

Substituting (32) and (33) into (31), we obtainψm,rm,lm
(r) as follows:

ψm,rm,lm
(r)=exp

(

−2π2

αs
csc

(
2π

αs

)

λs

(
θmPs

Pm

)2/αs

r2αm/αs

)

× exp

(

−πλmr
2

(

2F1

(

− 2

αm
, 1; 1− 2

αm
,−θm

)

− 1

))

. (34)

Now, we calculateψm by first removing the condition ofψm,rm,lm
(r) on rm,lm = r. By noting

that the p.d.f. ofrm,lm is frm,lm
(r) = 2πλmr exp(−πλmr

2) [34], we have:

ψm=

∫ ∞

0

ψm,rm,lm
(r)frm,lm

(r)dr.
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By using the change of variableu = πλmr
2 and using the definition ofBx,y(αx, αy, T, θ, u), we

can getψm in Theorem1.

Calculation ofψs1(Tn)

Consider the case thatu0 requesting filen is jointly served by the SBSs inC1,n. There are three

types of interferers, namely, i) all the other SBSs storing file n besides the SBSs inC1,n, ii) all

the SBSs not storing filen, and iii) all the MBSs. Thus, we rewrite the SIR expression in(4) as

γs1,n =
Xs1

Is,n+Is,−n+Im
, whereXs1 ,

∣
∣
∣
∑

ls∈C1,n

√
Pshs,lsr

−αs/2
s,ls

∣
∣
∣

2

, Is,n ,
∑

l∈Φs,n\C1,n
Ps|hs,l|2r−αs

s,l ,

Is,−n ,
∑

l∈Φs,−n
Ps|hs,l|2r−αs

s,l andIm ,
∑

l∈Φm
Pm|hm,l|2r−αm

m,l with Φs,−n , Φs \ Φs,n denoting

the homogeneous PPP with density(1− Tn)λs generated by SBSs not storing filen.

For notation simplicity, we denote byX1, · · · , XK the distances between theK SBSs inC1,n
andu0, whereXK particularly denotes the distance between theKth nearest SBS inC1,n and

u0, i.e.,0 < Xk ≤ XK for k = 1, · · · , K−1. DenoteX , (Xk)k=1,···,K . Conditioning onX = x,

wherex , (xk)k=1,···,K , we have:

ψs1,X(Tn,x),Pr [Ws log2(1 + γs1,n) > τ |X = x] = EIs,n,Is,−n,Im [Pr [Xs1 ≥ θs(Is,n + Is,−n + Im)|X = x]]

(a)
=EIs,n [exp (−βθsIs,n)]
︸ ︷︷ ︸

,LIs,n (z,x)|z=βθs

EIs,−n [exp (−βθsIs,−n)]
︸ ︷︷ ︸

,LIs,−n
(z,x)|z=βθs

EIm [exp (−βθsIm)]
︸ ︷︷ ︸

,LIm (z,x)|z=βθs

, (35)

where (a) follows fromXs1 ∼ exp (βθs) [28] and β = P−1
s /
(
∑K

k=1 x
−αs
k

)

. To calculate

ψs1,X(Tn,x) according to (35), we first calculateLIs,n(z,x), LIs,−n
(z,x) andLIm(z,x), respec-

tively. Similar to (32) and (33), we have:

LIs,n(z,x)=exp

(

−πλsTnr
2
K

(

2F1

(

− 2

αs
, 1; 1− 2

αs
;−zPs

xαs
K

)

− 1

))

, (36)

LIs,−n(z,x)=exp

(

−(1− Tn)
2π2

αs
csc

(
2π

αs

)

λs(zPs)
2/αs

)

, (37)

LIm(z,x)=exp

(

−2π2

αm
csc

(
2π

αm

)

λm(zPm)
2/αm

)

. (38)

Substituting (36), (37) and (38) into (35), we obtainψs1,X(Tn,x) as follows:

ψs1,X(Tn,x)=exp

(

−πλsTnx
2
K

(

2F1

(

− 2

αs
, 1; 1− 2

αs
;− θsx

−αs
K

∑K
k=1 x

−αs
k

)

− 1

))

× exp



−(1− Tn)
2π2

αs
csc

(
2π

αs

)

λs

(

θs
∑K

k=1 x
−αs
k

)2/αs




× exp



−2π2

αm
csc

(
2π

αm

)

λm

(

θsPm

Ps
∑K
k=1 x

−αs
k

)2/αm


 . (39)
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Now, we calculateψs1(Tn) by removing the condition ofψs1,X(Tn,x) on X = x. Note that, the

p.d.f. of X is given by

fX(x) =







fXK (xK), if K = 1,

fX1,···,XK−1|XK
(x1, · · · , xK−1|xK)fXK (xK), if K ≥ 2,

(40)

where fXK
(xK) = 2(πλsTn)K

(K−1)!
x2K−1
K e−πλsTnx2K , 0 < xK < ∞, is the p.d.f. ofXK [34], and

fX1,···,XK−1|XK
(x1, · · · , xK−1|xK) =

∏K−1
k=1

2xk
x2
K

, 0 < xk ≤ xK , is the conditional joint p.d.f. of

X1, · · · , XK−1, conditioned onXK = xKand is calculated by noting that givenXK = xK , the

K−1 SBSs are uniformly distributed in a circle of radiusxK centered atu0 [35]. Thus, by (39)

and (40), we have:

ψs1(Tn)=







∫ ∞

0

ψs1,X(Tn,x)fXK (xK)dxK , if K = 1,

∫ xK

0

· · ·
∫ ∞

0

ψs1,X(Tn,x)fX1,···,XK−1|XK
(x1, · · · , xK−1|xK)fXK (xK)dx1 · · · dxK , if K ≥ 2.

By using the changes of variablesu = πλsTnx
2
K , tk =

x2
k

x2
K

, k = 1, · · · , K − 1, and the definition

of Bx,y(αx, αy, T, θ, u), we can getψs1(Tn) in Theorem1.

APPENDIX B: PROOF OF THELEMMA 1

From (9) and (10), we know thatψm > 0, ψs1(0) = 0 andψs1(Tn) is an increasing function

of Tn. Note that we consider the regionψs1(1) > ψm. Thus, there exists a rootTth ∈ (0, 1)

such thatψs1(Tth) = ψm. Suppose the optimal solutionT∗ satisfies0 < T ∗
n∗ ≤ Tth for some

n∗ ∈ N . DenoteN+ , {n ∈ N |0 < T ∗
n ≤ 1}.5 Note thatT ∗

n = 0 for all n ∈ N \ N+. Since
∑

n∈N T ∗
n =

∑

n∈N+ T ∗
n = T ∗

n∗ +
∑

n∈N+\{n∗} T
∗
n = M , andT ∗

n ∈ (0, 1] for all n ∈ N+, there

existsǫn ∈ [0, 1) for all n ∈ N+ satisfying
∑

n∈N+\{n∗} ǫn = T ∗
n∗ and ǫn + T ∗

n ∈ (0, 1] for all

n ∈ N+ \ {n∗}. SinceT ∗
n∗ > 0, there existsn+ ∈ N+ \ {n∗} such thatǫn+ > 0. Now, we

construct a feasible solutionT
′

to Problem1 by choosingT
′

n∗ = 0, T
′

n = 0 for all n ∈ N \N+,

and T
′

n = T ∗
n + ǫn for all n ∈ N+ \ {n∗}. Note thatT

′

n+ > T ∗
n+ , as ǫn+ > 0. Then, by the

optimality of T∗, we have:

ψsch1
(T

′

)− ψsch1
(T∗)=an∗(ψm − ψs1

(T ∗
n∗)) +

∑

n∈N+\{n∗}
an(ψs1

(T
′

n)− ψs1(T
∗
n)) ≤ 0. (41)

Since0 < T ∗
n∗ ≤ Tth andT

′

n = T ∗
n + ǫn ≥ T ∗

n for all n ∈ N+ \ {n∗}, by the monotonicity of

ψs1(x) w.r.t. x, we haveψm − ψs1(T
∗
n∗) = ψs1(Tth)− ψs1(T

∗
n∗) ≥ 0 andψs1(T

′

n)− ψs1(T
∗
n) ≥ 0.

5Note that, we haveN+ 6= ∅ due to the constraints in (1) and (2).
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In addition, sinceT
′

n ≥ T ∗
n for all n ∈ N \ {n∗} with strict inequality for at leastn+, we

get
∑

n∈N+\{n∗} an(ψs1(T
′

n) − ψs1(T
∗
n)) > 0. Thus, we haveψsch1

(T
′

) − ψsch1
(T∗) > 0, which

contradicts (41). Therefore, by contradiction, we can prove that the optimal solution to Problem1,

i.e.,T∗, satisfiesT ∗
n = 0 or T ∗

n ∈ (Tth, 1] for all n ∈ N , implyingN+ = {n ∈ N |Tth < T ∗
n ≤ 1}

andN∗
s , |N+|∈

{

M,M + 1, · · · ,min
{⌈

M
Tth

⌉

− 1, N
}}

.

Suppose these existn1 ∈ N+ and n̄1 ∈ N \ N+ (i.e., T ∗
n1
∈ (Tth, 1] andT ∗

n̄1
= 0) such that

n1 > n̄1 (i.e., an1
< an̄1

). We construct a feasible solutionT
′

by choosingT
′

n1
= T ∗

n̄1
, T

′

n̄1
= T ∗

n1

andT
′

n = T ∗
n for all n ∈ N \ {n1, n̄1}. Then, by the optimality ofT∗, we have:

ψsch1
(T

′

)− ψsch1
(T∗)=(an1

− an̄1
)(ψm − ψs1

(T ∗
n1
)) ≤ 0. (42)

SinceT ∗
n1
∈ (Tth, 1], by the monotonicity ofψs1(x) w.r.t. x, we haveψm − ψs1(T

∗
n1
) < ψm −

ψs1(Tth) = 0. In addition, by noting thatan1
−an̄1

< 0, we haveψsch1
(T

′

)−ψsch1(T
∗) > 0, which

contradicts (42). Therefore, by contradiction, we prove that for alln1 ∈ N+ and n̄1 ∈ N \N+,

we haven1 < n̄1. That is, we haveN+ = {1, · · · , N∗
s } andN \N+ = {N∗

s +1, N∗
s +2, · · · , N}.

Considern1, n2 ∈ N+, n1 < n2 (i.e., an1
> an2

). SupposeT ∗
n1
< T ∗

n2
. By the monotonicity

of ψs1(x) w.r.t. x, we haveψs1(T
∗
n1
) < ψs1(T

∗
n2
). Now, we construct a feasible solutionT

′

to

Problem1 by choosingT
′

n1
= T ∗

n2
, T

′

n2
= T ∗

n1
, andT

′

n = T ∗
n for all n ∈ N\{n1, n2}. Thus, by

the optimality ofT∗, we have

ψsch1
(T

′

)− ψsch1
(T∗)=(an1

− an2
)(ψs1

(T ∗
n2
)− ψs1(T

∗
n1
)) ≤ 0. (43)

Sincean1
> an2

andψs1(T
∗
n1
) < ψs1(T

∗
n2
), we haveψsch1

(T
′

)−ψsch1
(T∗) > 0, which contradicts

(43). Therefore, by contradiction, we prove that for anyn1, n2 ∈ N+, n1 < n2, we have

1 ≥ T ∗
n1
≥ T ∗

n2
> Tth, we have1 ≥ T ∗

1 ≥ T ∗
2 ≥ · · · ≥ T ∗

N∗
s
> Tth. By noting thatT ∗

n = 0 for all

n ∈ N \ N+, implying TN∗
s +1 = TN∗

s +2 = · · · = TN = 0. Therefore, we prove Lemma1.

APPENDIX C: PROOF OF THETHEOREM 2

To prove Theorem2, we rewrite (7) as follows:

ψsch2
(T)=

∑

n∈N

an






Pr [τm > τ ]
︸ ︷︷ ︸

=ψm

Pr[C2,n = 0] +
K∑

k=1

Pr [τs2 > τ |C2,n = k]
︸ ︷︷ ︸

,ψs2,k

Pr[C2,n = k]






, (44)

whereψm is already given by (9) and Pr[C2,n = k] =
(
K
k

)
T kn (1 − Tn)

K−k, k = 0, 1, · · · , K.

Thus, it remains to calculateψs2,k. Let ls,K denote theKth nearest SBS inC2. We consider two
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cases, i.e., i) SBSls,K does not store filen, i.e., ls,K /∈ C2,n and ii) SBSls,K stores filen, i.e.,

ls,K ∈ C2,n. Then, we have:

ψs2,k=Pr [Ws log2(1 + γs2,n) > τ, ls,K /∈ C2,n|C2,n = k] + Pr [Ws log2(1 + γs2,n) > τ, ls,K ∈ C2,n|C2,n = k]

=Pr

[

Ws log2

(

1 +
Xs2

Is + Im

)

> τ |ls,K /∈ C2,n, C2,n = k

]

︸ ︷︷ ︸

,qk,1

Pr[ls,K /∈ C2,n|C2,n = k]

+ Pr

[

Ws log2

(

1 +
Xs2

Is + Im

)

> τ |ls,K ∈ C2,n, C2,n = k

]

︸ ︷︷ ︸

,qk,2

Pr[ls,K ∈ C2,n|C2,n = k], (45)

whereXs2 ,

∣
∣
∣
∑

ls∈C2,n

√
Pshs,lsr

−αs/2
s,ls

∣
∣
∣

2

, Is ,
∑

l∈Φs\C2
Ps|hs,l|2r−αs

s,l andIm ,
∑

l∈Φm
Pm|hm,l|2

r−αm
m,l . Note that,Pr[ls,K /∈ C2,n|C2,n = k] = 1 − k

K
and Pr[ls,K ∈ C2,n|C2,n = k] = k

K
,

k = 1, · · · , K. Thus, it remains to calculateqk,1 andqk,2.

In the following, we focus on the calculation ofqk,1. Note that,qk,2 can be calculated by

following similar steps. We omit the details due to page limitation. Whenk = K, the case that

ls,K /∈ C2,n andC2,n = k cannot happen. In this case, we setqk,1 = 0. Now, we calculateqk,1 for

the case thatls,K /∈ C2,n andC2,n = k, k = 1, · · · , K − 1. Let X1, · · · , Xk denote the distances

between thek SBSs inC2,n and u0 and letXK denote the distance between theKth nearest

SBS inC2 andu0. DenoteX , (X1, · · · , Xk, XK). Further conditioning onX = x, we have:

qk,1,X(x),Pr

[

Ws log2

(

1 +
Xs2

Is + Im

)

> τ |X = x, ls,K /∈ C2,n, C2,n = k

]

=EIs,Im [Pr [Xs2 ≥ θs(Is + Im)|X = x, ls,K /∈ C2,n, C2,n = k]]

(a)
=EIs

[

exp

(

−P−1
s /

(
∑k

i=1
x−αs
i

)

θsIs

)]

︸ ︷︷ ︸

,LIs (z,x)|z=P
−1
s /(∑k

i=1
x
−αs
i )θs

EIm

[

exp

(

−P−1
s /

(
∑k

i=1
x−αs
i

)

θsIm

)]

︸ ︷︷ ︸

,LIm (z,x)|
z=P

−1
s /(∑k

i=1
x
−αs
i )θs

, (46)

wherex , (x1, · · · , xk, xK), and (a) follows from thatXs2 ∼ exp
(

P−1
s /
(
∑k

i=1 x
−αs
i

)

θs

)

[26].

To calculateqk,1,X(x) according to (46), we next calculateLIs(z,x) andLIm(z,x), respectively.

Similar to (32) and (33), we have:

LIs(z,x)=exp

(

−πλsx
2
K

(

2F1

(

− 2

αs
, 1; 1− 2

αs
,−zPs

xαs
K

)

− 1

))

, (47)

LIm(z,x)=exp

(

−2π2

αm
csc

(
2π

αm

)

λm(zPm)
2/αm

)

. (48)

Substituting (47), (48) into (46), we have:

qk,1,X(x)=exp

(

−πλsx
2
K

(

2F1

(

− 2

αs
, 1; 1− 2

αs
,−
(
∑k

i=1

(
xK
xi

)αs
)−1

)

− 1

))
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× exp

(

−2π2

αm
csc

(
2π

αm

)

λm

(

PmP
−1
s /

(
∑k

i=1
x−αs
i

))2/αm
)

. (49)

Now, we calculateqk,1 by removing the condition ofqk,1,X(x) on X = x. Note that, the p.d.f.

of X is given by

fX(x) = fX1,···,Xk|XK
(x1, · · · , xk)fXK (xK), (50)

wherefXK
(xK) =

2(πλs)K

(K−1)!
x2K−1
K e−πλsx2K , 0 < xK <∞, is the p.d.f. ofXK [34], andfX1,···,Xk|XK

(x1, · · · , xk) =
∏k

i=1
2xi
x2
K

, 0 < xi ≤ xK , is the conditional p.d.f. ofX1, · · · , Xk, conditioned on

XK = xK and is calculated by noting that givenXK = xK , thek SBSs are uniformly distributed

in a circle of radiusxK centered atu0 [35]. Thus, by (49) and (50), we have:

qk,1=

∫ xK

0

· · ·
∫ xK

0

∫ ∞

0

qk,1,X(x)fX(x)dx1 · · ·dxkdxK .

By using the changes of variablesu = πλsx
2
K and ti =

x2i
x2
K

, i = 1, · · · , k, and the definition of

Bx,y(αx, αy, T, θ, u) in (11), we can getqk,1 in Theorem 2.

APPENDIX D: PROOF OF THELEMMA 3

The Lagrangian of the optimization in (22) is given by

L(T,λ,η, ν) =
∑

n∈N
anψms(Tn) +

∑

n∈N
λnTn +

∑

n∈N
ηn(1− Tn) + ν(M −

∑

n∈N
Tn). (51)

whereλn ≥ 0 andηn ≥ 0 are the Lagrangian multipliers associated with (1), ν is the Lagrangian

multiplier associated with (2), λ , (λn)n∈N , andη , (ηn)n∈N . Thus, we have:

∂L(T,λ,η, ν)

∂Tn
= anψ

′

ms(Tn) + λn − ηn − ν. (52)

If T
∗ is an optimal solution of Problem4, based on KKT conditions, i.e., (i) primal constraints:

(1), (2), (ii) dual constraints:λn ≥ 0 andηn ≥ 0 for all n ∈ N , (iii) complementary slackness

λnT
∗
n = 0 and ηn(1 − T ∗

n) = 0 for all n ∈ N , and (iv) anψ
′

ms(T
∗
n) + λn − ηn − ν = 0 for all

n ∈ N , we have: (a) ifT ∗
n = 0, thenλn ≥ 0, ηn = 0, andanψ

′

ms(T
∗
n) − ν = −λn, implying

anψ
′

ms(T
∗
n) ≤ ν; (b) if T ∗

n = 1, then λn = 0, ηn ≥ 0, and anψ
′

ms(T
∗
n) − ν = ηn, implying

anψ
′

ms(T
∗
n) ≥ ν; (c) if 0 < T ∗

n < 1, thenλn = 0, ηn = 0, andanψ
′

ms(T
∗
n) = ν. Therefore, we can

prove (29). In addition, by following similar steps as in the proof of Lemma1, we can prove

that 1 ≥ T ∗
1 ≥ T ∗

2 ≥ · · · ≥ T ∗
N ≥ 0. We omit the details due to page limitation.
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