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Abstract—It is starting to become a big trend in the era caching size, the transmit power and battery capacity. Thus
of social networking that people produce and upload user- it js imperative and challenging to alleviate the uploadfiza
generated contents to Internet via wireless networks, briging 144 of the mobile cellular network based on the traditional

a significant burden on wireless uplink networks. In this pager, ity-i . uti dditi | ublinkect
we contribute to designing and theoretical understanding b C@Pacity-increasing solutions, e.g., additional uplipedra.

wireless cache-enabled upload transmission in a delay-&siant Exploiting the caching resource in the network to reduce
small cell network to relieve the burden, and then propose the duplicate content transmissions is a potential salutio

the corresponding scheduling policies for the small base afion  for the above wireless data challenge, independent of the
(SBS) under the infinite and finite cache sizes. Specificallghe limited communication resources.] [5] reported that a large

cache ability introduced by SBS enables SBS to eliminate the b f the edited vid loaded th d
redundancy among the upload contents from users. This stragy number of the edited videos were uploaded on the same day

not only alleviates the wireless backhual traffic congestiofrom  as the original video or within a week. Besides, contents
SBS to a macro base station (MBS), but also improves the can be modularized today. For example, the Moving Picture

tfar:lsmiSSiOfnsegiSCi‘tenCyH?f SdBS- We(;htentinV;Stiga(tje the S?]ﬂlﬂ*ingl Experts Group (MPEG) has developed the new MPEG Media
schemes o o offload more data traffic under caching size ; ; i ;
constraint. Moreover, two operational regions for the Wire?ess Transport (MMT) s_tandard, with which th.e '09"’"’?' entity
cache-enabled upload network, namely, thelelay-limited region MMT package_C(_JnS|sts of MMT assets and information about
and the cache-limited region, are established to reveal the the data combining and deliveringl [6]. In a word, the content
fundamental tradeoff between the delay tolerance and the e popularity and modularization provide a higher potent@l t
ability. Finally, numerical results are provided to demongrate redundancy among contents by combining with caching.
the significant performance gains of the proposed wirelessache- There has been a few works done to address the content
enabled upload network. uploading problems with cache considered [[7]+H10]. [Ih [7],
the joint upstreaming of real-time and time-shifted on-dach
videos under scarce uplink resources was optimized by con-
With the significant growth of mobile Internet, which offerssidering cache at mobile terminals. Then the authorg’in [8]
a convenient way to exchange information ubiquitouslypgbeo proposed a upload cache scheme in edge networks to shorten
are no longer only consuming content but have started ageatthe duration and reduce the peak traffic volume, by dividing
content. For example, users can capture the real-time vethe traditional upload process into two phases: from thencli
using smartphones and share them with other users throwghhe gateway cache and from the gateway to the destination
mobile applications, such as YouTube or Facebook. Thigrver. In addition, botH [9] and [10] also divided the uploa
growing trend of user-generated content (UGC) leads to theocess in the same way as [n [8] and placed cache at the
unprecedented increase of mobile data traffic and imposeaearby WiFi access points. Specifically, [9] demonstraled t
great uploading pressure to the wireless networks. larger contents could save more connection time for users.
To cope with themobile data tsunanof mobile data traffic, And [10] proposed a smart offloading mechanism for content
lots of research efforts have been devoted towards conteptoading and considered the WiFi bandwidth scheduling.
downloading in mobile cellular networks![1]+[3], whiletle However, how to schedule the contents in the cache and how
efforts have been made to facilitate the uplink of mobilenuch cache space is needed are not addresséd in [B]-[10].
cellular networks to meet the increasing demands of UGCIn this paper, we investigate the content uploading in akmal
uploading. Different with the downloading, there exist mancell network, where multiple users are served by a small base
constraints for the upload of multimedia contents. Firsg t station (SBS) which connects to the core network through a
mobile cellular networks are asymmetric in terms of bandracro base station (MBS). The SBS is equipped with a cache
width between downlink and uplink communications. It isnemory for temporarily buffering the received contentsifro
reported that the downlink bandwidth could be 10-1000 timesers, which implies that data transfers can be delayedeat th
the uplink bandwidth([4], yielding the low throughput on theSBS with some deadlines, this delay assumption is reasenabl
uplink channels, long upload time and degraded quality af most cases, such as in upload cache [8] and WiFi offloading
experience (QoE) as uploading multimedia contents. Secofil]. The SBS cache space and the content delay tolerance
the resources of mobile devices are limited, such as theable the SBS to perform redundancy elimination among
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a content before uploading. The user will finish the uplogdin
K users Gorenetwark and go on to next task if this content has already existedeat th
Wireless target server or at the SBS, and otherwise start the uplgadin

Te~a backhaul Remark1: Note that caching at the SBS has several bene-

_____ > ()~ - ' fits although it prolongs the overall uploading processkitst,
7 SBS cache size: S Wired it reduces users’ online time of connecting the SBS. Sedobnd,
backhaul - jmproves the transmission efficiency of the SBS and allesiat
MBS the backhaul congestion. Moreover, caching the most rgcent
uploaded data at the nearest SBS can provide the user a fast
review experience.

Fig. 1. Uplink cache-enabled small cell networks with caeh¢he SBS. B. System Description

o o i Assume that the SBS is equipped with a finite cache
similar files. Our contributions are summarized as follows: memory of S units. We denotel’ as the considered time
« We propose upload cache in small cell networks based harizon which is made up oV time slots and the duration
redundancy elimination, which improves the transmissiasf each time slot equalg,. For detecting duplication among
efficiency of the SBS and the effective bandwidth.  similar contents, the SBS needs to divide the received atste
« Scheduling policies of the SBS on cached contents @fo a number of variable-sized chunks, e.g., MMT assets.
derived based on the probabilistic knowledge of userfherefore, we assume that all the variable-sized chunk con-
future upload requests to further improve the efficiencytents composing each whole content come from a set of all
« Elaborated numerical results provide valuable insights gssible chunk files, which is denoted By= {fi, ..., fr}.
how to design the system parameters, such as the cagtrink file f; has length of;. The maximal file length in the
size, delay tolerance and the user number. setF is denoted byl,,.., and we assume that > K - [,,4..
Besides, we defing; as the file popularity of chunk fil¢;,
indicating the upload probability of requesting fife. Without
A. SBS Caching loss of generality, we only consider a file in the chunk-level
As illustrated in Fig[Il, we consider the wireless uplink the following.
transmission in a cache-enabled single small cell network,The SBS allocates a virtual cache queue space for each
where a SBS serves mobile users. In the small cell network,user, as shown in Fi@l] 1. In each time slot, each Us¢k, =
the SBS is connected to a MBS over a wireless backhudl, - - , K), requests to upload a file to its cache queue from the
and the MBS has a wired backhaul connection with the cosétF based on the file popularity. The transmitting duration
network. Thus, one user can upload a content to Interrdteach file is fixed to b&, then file f; is transmitted at a
via the wireless transmission, wireless backhaul, anddvireonstant raté; /7. In addition, a user is assumed to transmit
backhual. As a result, the wireless backhual between the SB8 fo with zero length if it keeps silent in a time slot. We
and the MBS s to restrict the wireless upload performance. ¢onsider that the arisings of contents among different time
this paper, we propose a new architecture for wireless oontslots in a cache queue are indeperifieso are the arisings
uploading, where the SBS can cache some of contents framong different cache queues.
users and then do duplication elimination among the costent We consider a delay-tolerant network, in which we denote
to reduce the backhaul payload. by t; the duration of stay that one user can tolerate its
In the traditional uplink processing, the user performingontent being cached at the SBS, and one content must be
the content uploading will not leave the connection with thigansmitted by the SBS whep expires or before. Without loss
SBS until the uploading task to the target server is finisheof generality, we considet; = nyTs (ng € Z*). Once a time
which consumes more user’s energy. In this paper, howevsint ends, the SBS compares the just received data with the
the uploaded content will firstly be received and cached e&ched contents immediately. If there is duplication, tBSS
the SBS temporarily, and the user will leave the system onaéll delete the new received data and keep the corresponding
the uploading to the SBS is finished, then the SBS starts tharlier version to meet the deadline requirement. Note that
backhaul uploading at a proper time. enough auxiliary information will be created to reconstruc
We assume that the SBS can detect and eliminate the du-
plication amon.g similar Com.ems' which rgqulres- the 8bdi . 1This means that the same contents may arise in a cache qudifierient
content chunking and hashing computation, while the mOb“ﬁ\e slots. In reality, a user is less likely to upload two samentents during
users don't have the chunking ability due to constraints afshort time. But usually, there are more th&nhusers in a small cell. For
the battery life and computing resource. Besides, thedilell 2 cache queue, another user will replace the current usesgiqn if the
. . . rrent user leave the system after finishing its upload,thadotal number
deduplication technique is assumed to be employed at mol:gcﬂj

! - ) Ssers that have data to send kedps Thus this independent assumption
users, i.e., one user will compute and transmit the haskealu is reasonable.
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the whole content in the destination seBrevieanwhile, the requests. Therefore, the SBS cannot make scheduling gmlici

SBS determines which contents to be transmitted based ofomthe future time slots just like the offline scenarlo |[12]

scheduling policy, in order to satisfy the cache memory anehere the complete knowledge of the future upload requests

the deadline requirements. is known. The SBS can only make scheduling decisions at
We denote by (j, ) thefile upload indicatowhich equals every time slot transition, under the constraints of theteots

1 if user k chooses to upload fil¢; (j = 1,..., F) in time slot deadlines and the limited SBS cache.

¢ and value0, otherwise (upload filefy). Besides, one user We denote byD, the data volume transmitted by the SBS

can only transmit one content in every time slot, as a resu, finish the upload requests iV time slots if no cache

we geth:0 0r(j,4) = 1. and no deduplication technique are employed, andbythe
Definition 1 (File Arrival Rate). We definedy(¢) (¢t € [0,7]) corresponding data volume when cache and the deduplication

as the file arrival rate at which usértransmits data to_the technique are adopted. Then, we have

SBS, and it's given byl (t) = ZZ 1 A srect (%)

wheredy, ; = ZFO k(4. ’)T_S represents the transmit rate of Dy = Z de,iTsa 1)
userk in time sloté, andrect(‘5%) indicates the rectangular =1 k=1
function which is centered at and has duration.

Definition 2 (File Arrival Rate after Deduplication We Dy = szk=iTS' @

define v, (t) (¢t € [0,t,s]) as the file arrival rate of usek i=1 k=1

seen by the SBS after duplication elimination, apgd=n7, We consider the percentage of the saved data traffic that are
stands for the present scheduling time instant (STI). Nogminated due to duplication as the performance metritief t
that multiple users might upload one same file simultangouslystem, which is denoted by= 2o=L1 . 100%.

which the current cache doesn’t contain. Without loss of-gen For disclosing the insights of “the impact of the cache
erality, we only keep the uploaded version from the user withemory size on the system performance, we consider two
the smallest index, and delete the other counterparts. As gases: 1) infinite cache and 2) finite cache. And for simplicit
result, letoy,(j, n) denote thdile indicator after deduplication the deadlines for all contents in the detare assumed to be
which takes value when userk is scheduled to upload file the same.

f; (4 # 0) in time slotn with the smallest indeXx and no -

duplication is detected in the cache, anadtherwise. There- Infinite SBS Cache

fore, we haveuy(t) — Z? o rect (tf(i;%)Ts)’ Where When S — oo, the SBS makes scheduling decisions only

» based on the content deadlineég, In order to eliminate as
ki = Y50 0k(j. 1) 4+ signifies the file arrival rate of usér much duplicated data as possible, each content will always s
in time sloti after dedupllcatlon in the SBS cache to be used for duplication detection unless
Definition 3 (File Status Indicatoy. We definec ; (i <n) it has to be scheduled. As a result, the SBS just schedules to
as the status of the file transmitted by usein thei-th time  transmit all the contents whose deadlines expire at evety ST
slot (this file is also denoted by}, ;) when then-th time slot when the cache size is infinite. Thus this case is also cdied t
ends. We havej , = 1 if fy; is still buffered in the SBS at delay-limited region where increasing the contents deadlines
tps = ”Tsl’wa”dcﬁ,i = 0, otherwise. Besides;; ,, is given by can improve the uploading performance.
Czn:Z': Uk(jvn)' -
7Definiti6n04 (SBS Scheduling IndicatprWe definea} , B. Finite SBS Cache
(i < n) as the SBS scheduling indicator &t = nT, with When the SBS cache size is finite, the scheduling strategies
regard to the filef, ;. We havea? , = 1 if file f;., is going of the SBS are dependent on the cache utilization, the dead-

to be transmitted by the SBS in the § 1)-th time slot, and lines of cached contents and the probabilistic knowledge of
ap , = 0, otherwise. Therefore, we obtaﬂﬁﬂ =1-—af, users’ future upload requests. In addition, we assume lieat t
Accordmgly, the transmit rate of the SBS in the+{ 1) -th SBS is able to access the users’ upload rates in the following

time slot can be expressedms.; = Zk:l S al g time slot (@ n+1) at t,s, which helps to ensure the unused
o cache is enough to hold the upcoming contents.
Il. SBS SCHEDULING PoLICY We denote byS™ the used cache space after duplication
In this section, for reducing the total data volume that aslimination att,s. For contentf;; thatc; , = 1 att,,, we
transmitted by the SBS in the long term, we propose tligienote byw, ; andpy ; the corresponding file length and the
SBS scheduling strategies on the cached contents. Begidesprobability that it is uploaded by one user in a future time
consider the online scheduling policy, i.e., the SBS dods rgjot, respectively. Thus we hawey; = vy ;Ts andpy; =
know what contents the users are going to upload exactly, @on ok (4,1)p;.
only knows the probabilistic knowledge of users’ futureaga Note that the contents transmitted at time $jpt= n—ng+
1 will expire att,, and have to be transmitted by the SBS at
2For example, the auxiliary information can be file recipescivtare used tps . As a result, when the SBS cache size is finite, the SBS
to rebuild the whole files based on chunk files and their hasiresa Except has to make scheduling among the unexpired cached contents
those, the hash values of whole files are also needed to heldtothe SBS
cache temporarily as auxiliary information for file-levelgdication detection. at ¢, in the following scenario:



« when Zszl dgn1Ts > S — S + Zszl Chi, Whyin, OF O(M™log(M™)). In the greedy algorithm, we can first sort
which means there is no enough cache space to conttia items in the se®” in descending order of value per unit
the upcoming upload contents. of weight, which is denoted by} = pj; ; with the subscript

Now, there is a problem abohbw to decide what contentsindex j corresponding to the subscript indék, i), and then

to be transmitted and what to stayhus we define the cachewe haveuy > uy > --- > ufj.. Next, starting withu? in
benefit score (CBS) for each content buffered in the cachetiif descending order, the corresponditigi.e., by ;) will be

the following. taken to bel if the weightw; (i.e., ws ;) is no larger than the
The remaining time to deadline for fil§.; is given byt” = remaining knapsack capacity, 0y otherwise. Thus we have

[ng — (n — i+ 1)] Ts. Considering that there a#€ users, thus

the maximal times that filef; ; may be transmitted in the . 1, if w; <CO"— Zin 11 b W,

following ¢ /T time slots isq? = K - [ng — (n — i + 1)]. =5 =00 otherwise (5)

Then the probability that filef;, ; will be transmitted at least ’ )

once in the followingt}' /T time slots is denoted by} ; = With respect to the accuracy, the Lemma 1[in/ [13] indicates
1-(1 —pk_,i)q?- Note that filef;, ; must be transmitted by thethat the greedy algorithm is near-optimal when the knapsack
SBS at time instanttf + ) or before, thus its CBS doesn’tcapacity () is relatively large compared to the average file
involve the time slots aftert{, + t7'). length.
Definition 5 (Cache Benefit ScoreWe define CBS of file

. IV. NUMERICAL RESULTS
Ir,i (cg; = 1) att,s as the difference between the probable

data volume to be deleted ff, ; will not be transmitted until In this section, numerical results are illustrated to \etid
its deadline and that if filg, ; will be transmitted immediately the performance gain of the proposed scheme. We consider
att,,, and it's given by the duration of each time sldf; = 10 (s) andF' = 1000

chunk files. Besides, we consider a uniform distributiorhwit

CBS(frilck; =1) = [1 -1 —pk,i)q:'} wy;.  (3) an interval[l,20] Mbits concerning the file length. And the

file popularity p; obeys the Zipf distribution with skewness

To detect more duplication with the remaining contents, thgyrameter in the simulation[[5],[14], and is independent and
scheduling policy tries to maximize the CBS of the contenigentically distributed across different time slots antfettent
which are chosen to stay. Léf ; = 1 — ay ;, thus the value ysers. The file popularity follows a uniform distribution e
of by, has the reverse meaning @ff ,, i.e., file f; will stay , — ( and gets more skewed whenincreases. In addition,

in the SBS cache iby;; = 1, or be transmitted i, = 0. we setN =20, K =5 anda = 1 unless otherwise specified.

In addition, we haver, 1T, < S} sinceS > Klyaq, Which  Since the scheduling policy is solved based on the future

implies that buffer overflow will not be triggered. upload request probability, the numerical results areinbth

Then, the SChedu|ing problem can be formulated by tl'w tak|ng an average on 200 times simulations.
following maximization problem
A. Impact of the Cache Size and Delay Tolerance

max Z Z cribi [ (1 —pra)" } Wh,is (4a) In Fig.[2, the percentages of saved data traffics vs. the SBS
k=1 i=io cache size under different delay tolerances are desciiagt.
n K the DP and the greedy algorithm are used to solve knap-
s.t. Z Z kb Wk <5 — de,nHTS, (4b) sack problems. The upper bound is obtained by performing
k=1 i—ig b1 N = (Dg — min(Dq))/Dy. This figure shows that the
Vep . =1, (4c) greedy algorithm suffers little performance degradation.

’ In Fig.[2, we observe that the SBS can save about 7.19%
whereip = max{l,i, + 1}, and [4b) indicates the cachedata traffic whem, = 1, while increasing the cache size can't
constraint. bring any benefit, since cache sige= 100 is already enough

Fortunately, the optimization problem is a 0-1 knapsagr n, = 1 and this corresponds to the delay-limited region.
problem, where®" = {fi.lci; = 1,Vk,ip < i < n} iS |n addition, when the cache size is small (suchSas 300),
the given set of items with cardinal numhgf" = [©"[, each the system performance gets improved with the increase of
item has a weightvy, ; and a valuey;; ;wy,;, and the knapsack § asn, = 5,10, 20, since small cache size will induce the
capacity is denoted bg" = S—Zszl din+17T5. Itis known 0-1 knapsack scheduling problem and the knapsack capacity
that the 0-1 knapsack problem is NP-hard and there are mangreases with the cache size, thus more data can be chosen
approaches to solve this extensively-studied problem so fe stay in the SBS for deduplication. Moreover, enough delay
Of those, the dynamic programming (DP) is one effectiv®lerance and cache size (suchigs= 20, S = 800) can reach
and accurate way to seek the optimal solution. However, ttiee upper bound and save about 41.86% data traffic.
pseudo-polynomial time complexit9(M™C™) of DP goes  Fig.[3 depicts the percentages of saved data traffics vs. the
very large whenM™ and/or C™ increase. In addition, the delay tolerance under different SBS cache sizes consglerin
greedy algorithm is an approximation method with which th& = 100 time slots. We can see that increasing the delay
solution may not be optimal, but it has a lower time compiexittolerance can achieve better performance, while in cases of
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Fig. 2. Saved data traffic vs. Fig. 3. Saved data traffic vauy. Fig. 4. Saved data traffic vex. Fig. 5. Saved data traffic vds.

S = 100 and S = 200, the performances will saturateexploited to perform the duplication elimination among i&m
when content deadlines go larger than some certain valwestents. In order to improve the transmission efficiency of
(which grow with the increase o), since increasing contentthe SBS, scheduling policies were investigated for the scase
deadlines doesn’t change the scheduling results of the-knapdelay-limited region and cache-limited region, resjpety.
sack problem and these scenarios corresporddbe-limited In particular, a 0-1 knapsack problem was derived for the
region. Besides, we observe the delay-limited region (ssch case of cache-limited region and was efficiently solveduhio

ng < 5 for S > 200 andng < 30 for S > 800). Furthermore, the greedy algorithm. The numerical results provide vdkiab
when ny falls in the middle range (such d@s < ng < 60 insights on how to design the system parameters.

for S = 200), the performance improvement benefits from the
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