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Abstract—In this paper, we study the trajectory design for
a cellular-connected unmanned aerial vehicle (UAV) with given
initial and final locations, while communicating with the ground
base stations (GBSs) along its flight. We consider delay-limited
communications between the UAV and its associated GBSs, where
a given signal-to-noise ratio (SNR) target needs to be satisfied
at the receiver. However, in practice, due to various factors such
as quality-of-service (QoS) requirement, GBSs’ availability and
UAV mobility constraints, the SNR target may not be met at
certain time periods during the flight, each termed as an outage
duration. In this paper, we aim to optimize the UAV trajectory to
minimize its mission completion time, subject to a constraint
on the maximum tolerable outage duration in its flight. To
tackle this non-convex problem, we first transform it into a more
tractable form and thereby reveal some useful properties of the
optimal trajectory solution. Based on these properties, we then
further simplify the problem and propose efficient algorithms
to check the feasibility of the problem as well as to obtain
its optimal and high-quality suboptimal solutions, by leveraging
graph theory and convex optimization techniques. Numerical
results show that our proposed trajectory designs outperform the
conventional method based on dynamic programming, in terms
of both performance and complexity.

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) are promising solutions
for various applications such as cargo delivery, aerial inspec-
tion, video streaming, emergency response, etc., thanks to
their high mobility and flexible deployment [1]. With the
dramatically increasing demand for UAVs, it is of paramount
importance to ensure that all UAVs can operate safely and
efficiently, which calls for high-quality communications be-
tween UAVs and their ground pilots/users. A new and cost-
effective approach to achieve this goal is cellular-enabled UAV
communication, where the ground base stations (GBSs) in the
cellular network are leveraged to communicate with UAVs
by treating them as new aerial users [1]–[7]. Compared to
the traditional point-to-point UAV-ground communications via
Wi-Fi which are restricted to the visual line-of-sight (VLoS)
range, cellular-enabled UAV communication supports beyond
VLoS (BVLoS) UAV operation by exploiting the high-speed
backhaul links in the cellular network [1].

Compared to traditional terrestrial users, UAVs have dif-
ferent channel characteristics with their serving GBSs, which
give rise to both challenges and opportunities in the design of
cellular-enabled UAV communications. Specifically, the com-
munication channels between UAVs and GBSs are generally
dominated by the line-of-sight (LoS) paths, which lead to a
pronounced macro-diversity gain in associating UAVs with
more GBSs with strong LoS channels as compared to the
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Fig. 1. Illustration of trajectories without versus with communication outage.

terrestrial users. However, on the other hand, LoS channels
also incur severe interference with the non-associated GBSs.
To resolve this issue, effective air-ground interference manage-
ment techniques need to be devised [5], [6]. Among others,
exploiting the UAV’s high mobility in three-dimensional (3D)
space to design its trajectory for enhancing the communication
performances with GBSs is a promising new approach, which
has been recently investigated in [1], [7]. Specifically, our
prior work [1] studied the trajectory design for a cellular-
connected UAV in the mission of flying from an initial location
to a final location, while communicating with its associated
GBSs along the trajectory under a prescribed quality-of-
service (QoS) requirement in terms of a minimum signal-to-
noise ratio (SNR) at the receiver, which needs to be satisfied
at all time. Under this stringent constraint, the UAV trajectory
was optimized in [1] to minimize the mission completion time.

However, in practice, due to various factors such as QoS
requirement, GBSs’ availability and UAV mobility constraints,
a constant SNR target may not be met at certain time periods
during the UAV’s flight, each of which is termed as an outage
duration. For example, in Fig. 1, we compare the two cases
where there is no communication outage along the UAV
trajectory (the setup considered in [1]) versus that there are
outage durations due to e.g., the increased SNR target (or
equivalently, the reduced coverage range of each GBS).

In this paper, we extend our work in [1] to the more
challenging scenario where outage durations are inevitable in
the UAV’s flight. Specifically, we optimize the UAV trajectory
to minimize its mission completion time from given initial to
final locations, subject to a new constraint on the maximum
tolerable outage duration over the flight. Note that for the
special case of zero outage duration constraint, this problem
reduces to that considered in [1]. However, for the general
case where finite outage duration is considered, the problem
becomes more challenging to solve as compared to that in
[1]. As a result, the solution in [1] cannot be applied to
solve our considered problem in this paper under the general
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setup. To tackle the new problem, we first transform it to an
equivalent problem in a more tractable form, based on which
useful structural properties of the optimal trajectory solution
are derived. By leveraging these properties, we further simplify
the problem and propose efficient algorithms to check its
feasibility and obtain both its optimal as well as high-quality
suboptimal solutions, by applying graph theory and convex
optimization techniques. It is worth noting that the problem
considered in this paper has also been studied in [7], where
a dynamic programming (DP) based method was proposed to
find an approximate solution. It is shown in this paper that our
proposed trajectory designs outperform the DP-based solution
in terms of both performance and complexity, thanks to the
joint exploitation of graph theory and convex optimization in
our proposed designs.

II. SYSTEM MODEL

Consider a cellular-connected UAV and M ≥ 1 GBSs that
may potentially be associated with the UAV during its flight
mission. We assume that the UAV flies at a constant altitude
of H meters (m), and all the M GBSs have the same height
of HG m, with HG � H . The mission of the UAV is to
fly from an initial location U0 to a final location UF , while
communicating with the cellular network. By considering a
3D Cartesian coordinate system, we denote (x0, y0, H) and
(xF , yF , H) as the coordinates of U0 and UF , respectively;
(am, bm, HG) as the coordinate of each mth GBS; and
(x(t), y(t), H), 0 ≤ t ≤ T as the time-varying coordinate
of the UAV, with T denoting the mission completion time.
For ease of exposition, we further define u0 = [x0, y0]T ,
uF = [xF , yF ]T , gm = [am, bm]T , and u(t) = [x(t), y(t)]T

to represent the above coordinates projected on the horizontal
plane, respectively, where u(0) = u0 and u(T ) = uF .

We assume that the channel between the UAV and each
GBS is dominated by the LoS link. We also consider that the
UAV is equipped with one single antenna, while each GBS is
equipped with multiple antennas that have a fixed directional
gain towards the UAV and hence can be equivalently treated as
a single antenna for simplicity. Note that at each time instant t,
the distance between the mth GBS and the UAV is given by

dm(t) =
√

(H −HG)2 + ‖u(t)− gm‖2, m ∈M, (1)

where ‖ · ‖ denotes the Euclidean norm, and M = {1, ...,M}
denotes the GBS index set. Therefore, the channel coefficient
between the mth GBS and the UAV at time t is expressed as

hm(t) =
√
β0/d2

m(t)e−j
2π
λ dm(t), m ∈M, (2)

where β0 denotes the channel power gain at the reference
distance of d0 = 1 m, and λ denotes the wavelength in m.
We assume that the UAV is associated with one GBS indexed
by I(t) ∈ M at each time instant t during its mission. For
convenience, we consider the scenario of downlink commu-
nication from the GBS to the UAV, while the results of this
paper are also applicable to the uplink communication. The
received signal at the UAV at one particular symbol interval
can be expressed as

y =
√
PhI(t)(t)s+ z, 0 ≤ t ≤ T, (3)

where P denotes the transmission power at GBS I(t); s
denotes the information symbol sent by GBS I(t), which is
assumed to be a random variable with zero mean and unit
variance; and z ∼ CN (0, σ2) denotes the circularly symmetric
complex Gaussian (CSCG) noise with zero mean and variance
σ2. For simplicity, we assume that a dedicated time-frequency
channel is assigned to the UAV communication, and hence
there is no interference from other non-associated GBSs.
According to (2), the GBS that is closest to the UAV at each
time instant t yields the maximum channel power gain with
the UAV, thus should be associated with the UAV for commu-
nication, i.e., I(t) = arg min

m∈M
‖u(t)−gm‖. Consequently, the

SNR at the UAV receiver at each time instant t is given by

ρ(t) =
ρ0

(H −HG)2 + min
m∈M

‖u(t)− gm‖2
, 0 ≤ t ≤ T, (4)

where ρ0 = Pβ0

σ2 denotes the reference SNR at d0 = 1 m.
We consider delay-limited communications between the

GBS and UAV for e.g., exchanging time-critical command and
control (C&C) messages, real-time video streaming, and so on.
In practice, this type of communications generally requires a
minimum SNR target to be satisfied at the receiver to meet
the prescribed QoS requirements, namely ρ(t) ≥ ρ̄, where
ρ̄ denotes the SNR target. It can be shown from (4) that
this requirement is equivalent to the following constraint on
the horizontal distance between the UAV and its associated
(closest) GBS at each time instant t:

min
m∈M

‖u(t)− gm‖ ≤ d̄, (5)

with d̄
∆
=
√

ρ0
ρ̄ −(H−HG)2. Clearly, it is desirable to design

the UAV trajectory {u(t), 0 ≤ t ≤ T} such that (5) is satisfied
for all time instants t ∈ [0, T ] throughout its mission, as
pursued in our previous work [1]. However, as discussed in
Section I, this may not be always feasible in practice, since
the existence of such trajectory depends on various factors
such as the required communication range d̄, the number of
GBSs and their locations, etc. For any given UAV trajectory,
an outage event for UAV communication occurs at time t
if (5) is not satisfied.

Motivated by the above practical issue in UAV trajectory
design, we consider the maximum outage duration in this
paper. Specifically, for each time instant t during the UAV
mission, denote tN(t), tN(t) ≤ t, as the latest time instant at
which there is no outage, i.e.,

tN(t)=max
{
t̂∈ [0, t] : min

m∈M
‖u(t̂)−gm‖≤ d̄

}
, 0≤ t≤T. (6)

Note that tN(t) = t if there is no outage at time t, while
tN(t) < t represents that outage occurs from tN(t) to t for
a finite duration of t − tN(t). The maximum outage duration
over the UAV mission is thus given by

OT
∆
= max

0≤t≤T
t− tN(t). (7)

In practice, the maximum outage duration of the UAV usually
needs to be designed below a certain value for delay-sensitive
communications. For example, if the C&C messages from the
GBSs cannot be sent to the UAV reliably (i.e., when outage



occurs) for a sufficiently long period, then the UAV may be
“out of control”. In such applications, it is thus critical to
design the UAV trajectory {u(t), 0 ≤ t ≤ T} such that a
maximum outage duration constraint specified by ŌT can be
satisfied, i.e., OT ≤ ŌT.

III. PROBLEM FORMULATION

In this paper, we aim to minimize the UAV’s mission com-
pletion time T by optimizing the UAV trajectory {u(t), 0 ≤
t ≤ T}, subject to the UAV’s initial and final location
constraints, as well as the maximum outage duration constraint
OT ≤ ŌT. We assume that the UAV flies at its maximum
speed Vmax (in m/s) during its mission, namely, ‖u̇(t)‖ =
Vmax, where u̇(t) denotes the time-derivative of u(t).1 There-
fore, we formulate the following optimization problem:

(P1) min
T,{u(t),0≤t≤T}

T (8)

s.t. u(0) = u0 (9)
u(T ) = uF (10)
max

0≤t≤T
t− tN(t) ≤ ŌT (11)

‖u̇(t)‖ = Vmax, 0 ≤ t ≤ T. (12)

It is worth noting that for the special case with ŌT = 0, i.e., no
outage is allowed during the UAV mission, (P1) is equivalent
to that studied in our prior work [1]. Thus, in this paper, we
focus on the case of (P1) with ŌT > 0.

Note that (P1) is a non-convex optimization problem, and
there are no standard methods to obtain its optimal solution
efficiently. Moreover, even checking the feasibility of (P1) for
a given ŌT > 0 is a non-trivial problem. To tackle these
problems, in the following, we first reformulate (P1) into a
more tractable form, based on which we then propose efficient
algorithms to check its feasibility and obtain its optimal as well
as high-quality suboptimal solutions.

IV. PROBLEM REFORMULATION AND OPTIMAL SOLUTION
STRUCTURE

In this section, we transform (P1) to an equivalent problem
in a more tractable form. First, note that one major difficulty
in solving (P1) lies in the complicated expression of tN(t)
given in (6). To tackle this difficulty, we express tN(t) as
well as its associated constraint (11) in simplified forms by
introducing a so-called GBS-UAV association sequence, which
specifies a set of GBSs that are successively associated with
the UAV to achieve non-outage communications. Then, we
show that the optimal trajectory of the UAV should follow
a path constituting connected line segments, based on which
(P1) can be further simplified to jointly design the GBS-UAV
association sequence and the corresponding set of waypoint
locations that specify all line segments in the UAV trajectory.
A. GBS-UAV Associations and Problem Reformulation

First, for ease of exposition, we define a so-called coverage
area for each GBS m as

Cm =
{
u ∈ R2×1 : ‖u− gm‖ ≤ d̄

}
, m ∈M, (13)

1It can be easily shown that letting the UAV fly at its maximum speed is
optimal for our considered problem, which is thus assumed in this paper.

which is a disk region on the horizontal plane centered at GBS
m’s location gm with radius d̄, as illustrated in Fig. 2. With
(13), we say that at each time instant t, the UAV is covered
by GBS m, i.e., it can be served by GBS m without outage,
if its horizontal location lies in Cm, i.e., u(t) ∈ Cm. On the
other hand, an outage event occurs if the UAV is not covered
by any GBS, i.e., u(t) /∈ ∪m∈MCm.

Next, we introduce an auxiliary vector I = [I1, ..., IN ]T

with Ii ∈ M, ∀i ∈ {1, ..., N}, as the GBS-UAV associa-
tion sequence, which consists of the indices of GBSs that
successively associate with the UAV to achieve non-outage
communications. Moreover, we introduce a set of auxiliary
variables {tIi, tOi }Ni=1 as the critical time instants, where tIi and
tOi denote the time instants that the UAV starts to be covered
by GBS Ii and stops being covered by it, respectively, with
0 ≤ tI1 ≤ tO1 ≤ tI2 ≤ ... ≤ tON ≤ T . Correspondingly, the UAV
is first covered by GBS I1 from tI1 to tO1 , then by GBS I2
from tI2 to tO2 , etc., and finally covered by GBS IN from tIN
to tON . Note that for any i ∈ {2, ..., N}, if tOi−1 = tIi holds, then
the UAV is seamlessly handed over from GBS Ii−1 to GBS
Ii without any outage; otherwise, outage occurs during the
handover from tOi−1 to tIi. For convenience, we further define
tO0

∆
= 0 and tIN+1

∆
= T . In Fig. 2, we illustrate {tIi, tOi }Ni=1 and

tO0 , tIN+1 by taking the example of I = [m,n, l]T .
With the above definitions, tN(t) in (6) can be rewritten as

tN(t) =

{
t, t ∈ [tIi, t

O
i ), i ∈ {1, ..., N}

tOi−1, t ∈ [tOi−1, t
I
i), i ∈ {1, ..., N + 1}.

(14)

The maximum outage duration OT in (7) is thus given by

OT = max
t∈[tOi−1,t

I
i)

i∈{1,...,N+1}

t− tOi−1 = max
i∈{1,...,N+1}

tIi − tOi−1. (15)

Then, we are ready to present the following proposition.
Proposition 1: (P1) is equivalent to the following problem:

(P2) min
I ,{tIi,t

O
i }

N
i=1

T,{u(t),0≤t≤T}

T (16)

s.t. (9), (10), (12) (17)
‖u(t)− gIi‖ ≤ d̄, tIi ≤ t ≤ tOi ,

i = 1, ..., N (18)
tO0 = 0 (19)
tIN+1 = T (20)
tOi−1 ≤ tIi ≤ tOi ≤ T, i = 1, ..., N (21)
Ii ∈M, i = 1, ..., N (22)
tIi − tOi−1 ≤ ŌT, i = 1, ..., N + 1. (23)

Proof: Please refer to Appendix A.
Denote the horizontal location of the UAV at the critical

time instants tIi and tOi as uI
i

∆
= u(tIi) and uO

i
∆
= u(tOi ),

respectively. Note that since the UAV is covered by GBS Ii at
both tIi and tOi , we have uI

i ∈ CIi , uO
i ∈ CIi , i = 1, ..., N . In

the following, we refer to {uI
i,u

O
i }Ni=1 as the set of critical

waypoint locations, as also illustrated in Fig. 2 for the example
of I = [m,n, l]T . In addition, note that we also have uO

0
∆
= u0

and uI
N+1

∆
= uF by definition.
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Fig. 2. Illustration of GBS-UAV associations with I = [m,n, l]T .

B. Optimal Structure of UAV Trajectory
Based on the reformulated problem (P2), we show a sim-

plified structure of the optimal UAV trajectory.
Proposition 2 (Trajectory with Connected Line Segments):

The optimal solution to (P2) satisfies the following conditions:

tIi = tOi−1 + ‖uI
i − uO

i−1‖/Vmax, i = 1, ..., N + 1, (24)
tOi = tIi + ‖uO

i − uI
i‖/Vmax, i = 1, ..., N, (25)

u(t)=


uO
i−1+(t− tOi−1)Vmax

uI
i−u

O
i−1

‖uI
i−uO

i−1‖
, t ∈ [tOi−1, t

I
i],

i = 1, ..., N + 1

uI
i+(t− tIi)Vmax

uO
i −u

I
i

‖uO
i −uI

i‖
, t∈ [tIi, t

O
i ], i=1, ..., N,

(26)

T =

N+1∑
i=1

‖uI
i−uO

i−1‖/Vmax+

N∑
i=1

‖uO
i −uI

i‖/Vmax. (27)

Proof: Please refer to Appendix B.
Note that according to (24)–(27), the UAV should fly from

U0 to UF following a path consisting of connected line
segments only, where the end points that determine these con-
nected line segments are the critical waypoints with horizon-
tal locations {u0,u

I
1,u

O
1 ,u

I
2,u

O
2 , ...,u

I
N ,u

O
N ,uF }. Hence, it

can be shown that (P2) is equivalent to the following problem
based on Proposition 2:

(P3) min
I ,{uI

i,uO
i }Ni=1

N+1∑
i=1

‖uI
i − uO

i−1‖+

N∑
i=1

‖uO
i − uI

i‖ (28)

s.t. uO
0 = u0 (29)

uI
N+1 = uF (30)
‖uI

i − gIi‖ ≤ d̄, i = 1, ..., N (31)
‖uO

i − gIi‖ ≤ d̄, i = 1, ..., N (32)
Ii ∈M, i = 1, ..., N (33)
Ii 6= Ij , i 6= j, i, j = 1, ..., N (34)

max
i∈{1,...,N+1}

‖uI
i − uO

i−1‖ ≤ VmaxŌT. (35)

Notice that Problem (P3) is a joint optimization problem for
the GBS-UAV association sequence I and the corresponding
waypoint locations {uI

i,u
O
i }Ni=1. Furthermore, (P3) is equiva-

lent to (P1), but (P3) involves a significantly reduced number
of variables as compared to (P1), thanks to the optimal line-
segment structure of the UAV trajectory. Note that (P1) is
feasible if and only if (P3) is feasible, thus the feasibility of
(P1) can be equivalently verified by checking the feasibility of
(P3); moreover, the optimal solution to (P1) can be obtained by
substituting the optimal solution obtained for (P3) into (24)–
(27). Therefore, we focus on solving (P3) in the next.
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Fig. 3. Illustration of maximum outage duration minimizing waypoint
locations with I = [m,n, l]T .

V. FEASIBILITY CHECK

Prior to solving Problem (P3), we check its feasibility in this
section. Note that (P3) is feasible if and only if the problem
below is feasible, and its optimal value is no larger than ŌT:

(P3-F) min
I ,{uI

i,uO
i }Ni=1

max
i∈{1,...,N+1}

‖uI
i − uO

i−1‖/Vmax (36)

s.t. (29), (30), (31), (32), (33), (34). (37)

It is worth noting that the optimal value of (P3-F) represents
the minimum achievable maximum outage duration. For (P3-
F), we have the following lemma.

Lemma 1 (Maximum Outage Duration Minimizing Waypoint
Locations): Given any I that satisfies the constraints in (33)
and (34), the maximum outage duration is minimized as

O?T(I) = max
{
‖u0 − gI1‖ − d̄, ‖uF − gIN ‖ − d̄,
max

i∈{2,...,N}
‖gIi − gIi−1

‖ − 2d̄, 0
}
/Vmax. (38)

An optimal solution of {uI
i,u

O
i }Ni=1 to (P3-F) is given by

uI
1 =

{
u0, if ‖u0−gI1‖ ≤ d̄
gI1−d̄(gI1−u0)/‖gI1−u0‖, otherwise,

(39)

uO
N =

{
uF , if ‖uF−gIN ‖ ≤ d̄
gIN +d̄(uF−gIN )/‖uF−gIN ‖, otherwise,

(40)

uO
i−1 =gIi−1

+d̄(gIi−gIi−1
)/‖gIi−gIi−1

‖, i=2, ..., N,(41)

uI
i=

{
uO
i−1, if ‖gIi − gIi−1

‖ ≤ 2d̄

gIi−d̄(gIi − gIi−1
)/‖gIi − gIi−1

‖, otherwise,

i = 2, ..., N. (42)
Proof: Please refer to Appendix C.

Note that Lemma 1 suggests that the maximum outage dura-
tion is minimized by placing the waypoint locations uI

i and
uO
i−1 on the boundaries of CIi or CIi−1

and at the same time
on the connected line segment between GBSs Ii−1 and Ii, as
given in (39)–(42) and illustrated in Fig. 3. As a direct result
of Lemma 1, we have the following proposition, for which the
proof is omitted for brevity.

Proposition 3: (P3) is feasible if and only if there exists an
I which satisfies (33), (34) and the following conditions:

‖u0 − gI1‖ − d̄ ≤ VmaxŌT, (43)
‖gIi − gIi−1

‖ − 2d̄ ≤ VmaxŌT, i = 2, ..., N, (44)
‖uF − gIN ‖ − d̄ ≤ VmaxŌT. (45)

Based on Proposition 3, we provide a graph theory based
approach to check the feasibility of (P3). Specifically, we



construct an undirected graph denoted by GM = (VM, EM)
[8]. The vertex set of GM is given by

VM = {U0, G1, G2, ..., GM , UF }. (46)

The edge set of GM is given by
EM = {(U0, Gm) : ‖u0 − gm‖ − d̄ ≤ VmaxŌT,m ∈M}∪
{(Gm, Gn) :‖gm−gn‖−2d̄ ≤ VmaxŌT,m, n∈M,m 6= n}
∪ {(UF , Gm) : ‖uF − gm‖ − d̄ ≤ VmaxŌT,m ∈M}. (47)
Note that in GM, an edge (U0, Gm) exists if and only if

the minimum outage duration from the mission start time to
the instant that the UAV starts to be covered by GBS m is no
larger than ŌT; an edge (UF , Gm) exists if and only if the
minimum outage duration from the instant that the UAV stops
being covered by GBS m to the mission completion time is
no larger than ŌT; and an edge (Gm, Gn) exists if and only
if the minimum outage duration from the instant that the UAV
stops being covered by GBS m to that the UAV starts to be
covered by GBS n is no larger than ŌT. Therefore, it follows
from Proposition 3 that Problem (P3) is feasible if and only
U0 and UF in GM are connected [8]. Hence, the feasibility of
(P3) can be checked by constructing GM with complexity of
O(M2), and checking the connectivity between U0 and UF in
GM via e.g., breadth-first search with complexity of O(M2),
thus requiring an overall complexity of O(M2) [8].

VI. PROPOSED SOLUTION TO (P3)
In this section, we solve Problem (P3) assuming that it

has been verified to be feasible. Note that (P3) is a non-
convex combinatorial optimization problem due to the discrete
variables in I , where the length of I , N , is also an implicit
variable. Moreover, I and {uI

i,u
O
i } are coupled by the con-

straints in (31), (32) and (35), which makes the problem more
difficult to solve. In the following, we apply graph theory
and convex optimization techniques to overcome the above
challenges, and propose the optimal solution as well as a
lower-complexity suboptimal solution to (P3), respectively.

A. Optimal Solution
Note that with any given GBS-UAV association sequence

I that satisfies (33) and (34), (P3) is a convex optimization
problem over the waypoint locations {uI

i,u
O
i }Ni=1, which can

be efficiently solved via existing software, e.g., CVX [9],
with polynomial complexity over N , e.g., O(N3.5) by casting
this problem as a second-order cone program (SOCP) [10].
Moreover, recall that each feasible solution of I to (P3)
corresponds to a path between U0 and UF in graph GM

constructed in the preceding section, where all such paths
can be found via existing algorithms in graph theory, e.g., the
depth-first search method with complexity O(M !) [8]. Hence,
the optimal solution to (P3) can be obtained by finding all such
paths as well as the corresponding optimal {uI

i,u
O
i }Ni=1’s,

and selecting the one with the minimum objective value,
which requires a worst-case complexity of O(M3.5M !) since
N ≤M holds due to the constraints in (34).

B. Suboptimal Solution
To further reduce the complexity of the optimal solution, es-

pecially when the number of involved GBSs, M , is practically

large (e.g., when the initial and final locations of the UAV, U0

and UF , are far apart), we propose an alternative approach
for finding an approximate solution to (P3). Specifically, we
find an approximate solution of the GBS-UAV association
sequence I firstly, and then obtain the optimal waypoint loca-
tions {uI

i,u
O
i }Ni=1 with the obtained I via CVX (similarly as

in the optimal solution). Thus, our remaining task is to find an
approximate solution of I , for which we present a new graph
based problem reformulation of (P3) by applying appropriate
bounding and approximation techniques as follows.

Recall from Lemma 1 that (P3) is feasible with given I
if and only if the waypoint locations {uI

i,u
O
i }Ni=1 given in

(39)–(42) satisfy the constraint in (35). Therefore, we can
find an approximate solution of I by substituting (39)–(42)
into (P3). Nevertheless, note that it is generally difficult to
explicitly express the objective function of (P3) with given
I and the corresponding waypoints in (39)–(42). Thus, we
further consider an upper bound of the objective value of (P3),
denoted by sD, which is given by

sD≤‖u0−gI1‖+
N∑
i=2

‖gIi−gIi−1
‖+‖uF−gIN ‖

∆
= s̄D. (48)

Note that (48) can be proved via the triangle inequality and
is illustrated in Fig. 3. Hence, to find an approximate solution
of I , we solve (P3) by replacing its objective function by
s̄D given in (48), and considering the additional constraints in
(39)–(42), for which we provide a graph based solution below.

Consider the same graph GM = (VM, EM) as constructed
in Section V. We further consider a set of weights for GM:

WM(U0, Gm) = ‖u0 − gm‖, WM(UF , Gm) = ‖uF − gm‖
WM(Gm, Gn) = ‖gm − gn‖, m, n ∈M,m 6= n. (49)

With the constructed GM, the aforementioned problem is
equivalent to finding the shortest path from U0 to UF in GM

with respect to the weights WM’s, which can be efficiently
solved via e.g., the Dijkstra algorithm with complexity of
O(M2) [8]. By further noting that constructing the graph GM

also requires complexity of O(M2), the overall complexity for
finding a suboptimal solution of I is thus O(M2). Note that
the worst-case complexity for obtaining the optimal waypoint
locations with the given I isO(M3.5). Hence, the overall com-
plexity for finding a suboptimal solution to (P3) is O(M3.5),
which is significantly reduced as compared to O(M3.5M !) for
finding the optimal solution when M is large.

VII. NUMERICAL EXAMPLES

In this section, we provide numerical examples. We consider
M = 7 GBSs that are randomly distributed in a D km×D km
region, with D = 10. One random realization of GBSs’
locations is shown in Fig. 5. The UAV’s initial and final
locations projected on the horizontal plane are set as u0 =
[1000, 1000]T and uF = [9000, 9000]T , respectively. The
altitude of the UAV and each GBS are set as H = 90 m
and HG = 12.5 m, respectively. The maximum UAV speed is
set as Vmax = 50 m/s. The reference SNR at distance d0 = 1
m is set as ρ0 = Pβ0

σ2 = 80 dB. The minimum received SNR
target is set as ρ̄ = 20 dB.
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Fig. 4. Mission completion time T versus ŌT.

Under the above setup, we first minimize the maximum
outage duration via the bi-section method based on Proposition
3, which is obtained as ŌT,min = 47.4941 s. Then, we
obtain an upper bound on the maximum outage duration with
the straight-flight (SF) trajectory from U0 to UF , which is
ŌT,SF = 140.5163 s. Note that the SF trajectory achieves
the minimum mission completion time T , thus the optimal
solution to (P1) with any ŌT > ŌT,SF can be easily shown
to be the SF trajectory. Hence, we evaluate our proposed
trajectory designs for ŌT ∈ [ŌT,min, ŌT,SF] in the following.

For comparison, we consider the DP-based trajectory design
proposed in [7] as a benchmark scheme. In the DP-based
design, the D km×D km area is quantized to a grid with gran-
ularity ∆ m, which specifies the set of possible UAV locations
during its flight. The trajectory is then found in a recursive
manner from UF to U0 by iteratively updating the “best” last
grid point (from a set of neighboring points within a 2nr×2nr
square) before the UAV arrives at each grid point via exploiting
the sub-problem structure [7]. We set ∆ = 200 or 500 m, and
nr = 1000 m. In Fig. 4, we show the mission completion
time T versus the maximum outage duration target ŌT for the
proposed optimal and suboptimal solutions as compared to the
DP-based solution with ∆ = 200 or 500. It is observed that our
proposed suboptimal solution achieves the same performance
as the optimal solution, thus validating the efficacy of the
bounding and approximation techniques applied for solving
(P3) shown in Section VI-B. Moreover, it is observed that
the DP-based solution with ∆ = 200 outperforms that with
∆ = 500, since smaller granularity results in finer-grained
UAV locations and thus better performance. Furthermore,
both DP-based solutions are outperformed by our proposed
solutions. This is because with the optimal trajectory structure
given in Proposition 2, our proposed solutions only need to
find critical parameters such as the GBS-UAV association
sequence and the waypoint locations, thus being more efficient
than the DP-based solutions which require quantization of the
entire area of interest to check all possible UAV locations.
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Fig. 5. Trajectory comparison with ŌT = 84.6124 s.
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Furthermore, we consider ŌT = 84.6124 s (the third sample
of ŌT in Fig. 4) and illustrate in Fig. 5 the proposed and
DP-based (with ∆ = 200) trajectories, which are observed
to be substantially different. Last, we show in Fig. 6 the
required computation time for the different trajectory design
solutions.2 It is observed that the computation time for DP-
based solutions increases as ∆ decreases, due to the rapidly
enlarged state-space set. In contrast, our proposed suboptimal
solution requires much less computation time than the DP-
based solutions as well as the proposed optimal solution; thus
it is a practically appealing solution from both performance
and complexity considerations.

VIII. CONCLUSION

This paper studies the trajectory design for cellular-
connected UAVs under delay-limited communications. We
consider a minimum received SNR target for non-outage UAV
communications, based on which the UAV trajectory is opti-
mized to minimize the UAV’s mission completion time from
an initial location to a final location, subject to a constraint
on the maximum tolerable outage duration in the flight. By
exploiting the optimal structure of the trajectory solution, we
apply graph theory and convex optimization to devise efficient
algorithms to check the problem feasibility and find both
optimal and low-complexity suboptimal solutions. Numerical
examples validate the efficacy of our proposed designs.

APPENDIX

A. Proof of Proposition 1

First, for any feasible solution (T̃ , {ũ(t), 0≤t≤ T̃}) to (P1),
we can always construct a GBS-UAV association sequence
Ĩ = [Ĩ1, ..., ĨÑ ]Ñ and a set of critical time instants {t̃Ii, t̃Oi }Ñi=1

based on their definitions presented in Section IV, which
satisfy the constraints in (18)–(22). Moreover, it follows from
(14) and (15) that max

i∈{1,...,Ñ+1}
t̃Ii− t̃Oi−1 = max

0≤t≤T̃
t−tN(t)≤ ŌT

holds, thus (Ĩ, {t̃Ii, t̃Oi }Ñi=1, T̃ , {ũ(t), 0≤ t≤ T̃}) is a feasible
solution to (P2) with the same objective value as (P1) with
the solution (T̃ , {ũ(t), 0≤t≤ T̃}). Hence, the optimal value
of (P2) is no larger than that of (P1). On the other hand, for
any feasible solution (Ĩ, {t̃Ii, t̃Oi }Ñi=1, T̃ , {ũ(t), 0≤t ≤ T̃}) to
(P2), it can be shown from (6) and (18) that max

0≤t≤T̃
t−tN(t)≤

max
i∈{1,...,Ñ+1}

t̃Ii− t̃Oi−1≤ ŌT holds, thus (T̃ , {ũ(t), 0 ≤ t ≤ T̃})

2All the computations are executed by MATLAB on a computer with an
Intel Core i5 3.40-GHz CPU and 8 GB of memory.



is a feasible solution to (P1) and achieves the same objective
value as (P2) with the solution (Ĩ, {t̃Ii, t̃Oi }Ñi=1, T̃ , {ũ(t), 0≤
t ≤ T̃}). Hence, the optimal value of (P1) is no larger than
that of (P2). Therefore, (P1) and (P2) have the same optimal
value, which completes the proof of Proposition 1.

B. Proof of Proposition 2

We prove Proposition 2 by showing that for any feasible
solution to (P2) denoted as (Ĩ, {t̃Ii, t̃Oi }Ñi=1, T̃ , {ũ(t), 0 ≤
t ≤ T̃}) that does not satisfy the conditions in (24)–
(27), we can always find an alternative feasible solution
to (P2) denoted as (Ĩ, {tIi, tOi }Ñi=1, T, {u(t), 0 ≤ t ≤ T})
that satisfies the conditions in (24)–(27) and achieves a
smaller objective value of (P2) compared to the solution
(Ĩ, {t̃Ii, t̃Oi }Ñi=1, T̃ , {ũ(t), 0 ≤ t ≤ T̃}). Specifically, we first
construct the same set of waypoint locations in u(t) as those in
ũ(t), i.e., uI

i= ũ(t̃Ii),u
O
i = ũ(t̃Oi ), i = 1, ..., Ñ . Then, we con-

struct {tIi, tOi }Ñi=1, T and {u(t), 0 ≤ t ≤ T} according to (24)–
(27) based on the constructed {uI

i,u
O
i }Ñi=1. Note that since

(Ĩ, {t̃Ii, t̃Oi }Ñi=1, T̃ , {ũ(t), 0 ≤ t ≤ T̃}) satisfies the constraints
in (18), it follows that uI

i ∈ CIi and uO
i ∈ CIi hold for all

i ∈ {1, ..., N}. Therefore, the constraints in (18) are also sat-
isfied with the solution (Ĩ, {tIi, tOi }Ñi=1, T, {u(t), 0 ≤ t ≤ T})
since CIi is a convex set, thus any point on the line segment
between uI

i and uO
i also lies in CIi . Moreover, it can be shown

that max
i∈{1,...,Ñ+1}

tIi− tOi−1 ≤ max
i∈{1,...,Ñ+1}

t̃Ii− t̃Oi−1 ≤ ŌT holds,

since the minimum time duration for the UAV to fly between
two points with horizontal locations uO

i−1 and uI
i is achieved

by letting the UAV fly in a straight path as shown in (24)–
(27). This thus indicates that (Ĩ, {tIi, tOi }Ñi=1, T, {u(t), 0 ≤
t ≤ T}) is a feasible solution to (P2). Furthermore, note
that T =

∑Ñ+1
i=1 (tIi − tOi−1) +

∑Ñ
i=1(tOi − tIi) <

∑Ñ+1
i=1 (t̃Ii −

t̃Oi−1) +
∑Ñ
i=1(t̃Oi − t̃Ii) = T̃ holds, since the minimum time

duration for the UAV to fly between two points with horizontal
locations uO

i−1 and uI
i, or uI

i and uO
i , is achieved by letting

the UAV fly in a straight path as shown in (24)–(27), which
are not satisfied by the solution (Ĩ, {t̃Ii, t̃Oi }Ñi=1, T̃ , {ũ(t), 0 ≤
t ≤ T̃}). Therefore, (Ĩ, {tIi, tOi }Ñi=1, T, {u(t), 0 ≤ t ≤ T})
achieves a smaller objective value of (P2) compared to
(Ĩ, {t̃Ii, t̃Oi }Ñi=1, T̃ , {ũ(t), 0 ≤ t ≤ T̃}), which thus completes
the proof of Proposition 2.

C. Proof of Lemma 1

Note that with given I , (P3-F) can be solved by solving N+
1 parallel optimization problems, where each ith problem aims
to minimize ‖uI

i − uO
i−1‖ by optimizing uI

i and uO
i−1 under

the constraints in (29)–(32). For any i ∈ {2, ..., N}, it can be
shown from the triangle inequality as well as (31) and (32) that
‖gIi−gIi−1

‖ = ‖(uI
i−uO

i−1)+(uO
i−1−gIi−1

)+(gIi−u
I
i)‖ ≤

‖uI
i−uO

i−1‖+‖uO
i−1−gIi−1

‖+‖uI
i−gIi‖ ≤ ‖u

I
i−uO

i−1‖+

2d̄ holds, which implies that ‖uI
i − uO

i−1‖ ≥ max{‖gIi −
gIi−1

‖ − 2d̄, 0} holds due to the non-negativeness of norm
functions. Similarly, it can be shown that ‖u0−gI1‖ = ‖(uO

0 −
uI

1) + (uI
1 − gI1)‖ ≤ ‖uI

1 − uO
0 ‖ + d̄ and ‖uF − gIN ‖ =

‖(uI
N+1 − uO

N ) + (uO
N − gIN )‖ ≤ ‖uI

N+1 − uO
N‖ + d̄ hold,

which implies that ‖uI
1−uO

0 ‖ ≥ max{‖u0−gI1‖− d̄, 0} and
‖uI

N+1 − uO
N‖ ≥ max{‖uF − gIN ‖ − d̄, 0} hold. By further

noting that the solution in (39)–(42) yields ‖uI
i − uO

i−1‖ =
max{‖gIi − gIi−1

‖ − 2d̄, 0}, ∀i ∈ {2, ..., N}, ‖uI
1 − uO

0 ‖ =

max{‖u0 − gI1‖ − d̄, 0}, and ‖uI
N+1 − uO

N‖ = max{‖uF −
gIN ‖−d̄, 0}, the optimal value of (P3-F) with given I is given
in (38). This thus completes the proof of Lemma 1.
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