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Abstract—Cell-free massive multiple-input multiple-output
(CF-MIMO) is a promising technological enabler for fifth genera-
tion (5G) networks in which a large number of access points (APs)
jointly serve the users. Each AP applies conjugate beamforming
to precode data, which is based only on the AP’s local channel
state information. However, by having the nature of a (very)
large number of APs, the operation of CF-MIMO can be energy-
inefficient. In this paper, we investigate the energy efficiency
performance of CF-MIMO by considering a practical energy con-
sumption model which includes both the signal transmit energy
as well as the static energy consumed by hardware components.
In particular, a joint power allocation and AP selection design
is proposed to minimize the total energy consumption subject
to given quality of service (QoS) constraints. In order to deal
with the combinatorial complexity of the formulated problem,
we employ norm [ ;-based block-sparsity and successive convex
optimization to leverage the AP selection process. Numerical
results show significant energy savings obtained by the proposed
design, compared to all-active APs scheme and the large-scale
based AP selection.

Index terms— Free-cell massive MIMO, energy minimiza-
tion, block sparsity, difference of convex, successive convex

approximation, iterative optimization.

I. INTRODUCTION

Cell-free massive multiple-input multiple-output (CF-
MIMO) is a promising technology to further improve the
wireless networks in terms of energy efficiency and cover-
age. Synchronous time-division duplex (TDD) CF-MIMO is
operated based on the cooperation of a very large number of
access points (APs) in the same frequency-time resource block
without cell-barrier, unlike conventional cell-based wireless
networks. As a result, CF-MIMO can exploit the favourable
propagation and channel hardening properties similar to con-
ventional massive MIMO to efficiently suppress inter-user
interference, thereby resulting in improved spectral efficiency
[1]. Another favourable property of CF-MIMO is simplicity
of signal precessing at the APs as the APs only require local
channel state information (CSI) and apply low-complexity
conjugate precoding design, resulting in great scalability and
relatively low overhead among the APs [2]. The potential of

CF-MIMO can not be harvested if the power allocation is
not properly designed. The authors of [3] propose a low-
complexity power control based on zero-forcing precoding
to improve the system energy efficiency (EE) of the CF-
MIMO downlink with single-antenna APs. The extension of
this approach for multiple-antenna APs is studied in [2].
In [4], the authors propose a power allocation technique to
maximize the downlink global EE in milimeter wave CF-
MIMO. The design of CF-MIMO uplinks are investigated
in [5-7], in which the symbol transmit power and receiver
filter coefficients are jointly optimized. It is worth noting that
these studies assume all APs are active and focus on power
allocation.

In practice, the energy consumption of an AP consists of
not only the energy of electromagnetic radiation but also
the energy consumed in hardware components, e.g., radio
frequency (RF) chains, as well as the energy consumed in
the backhaul. If an AP has negligible contribution to the
system performance, it is beneficial to turn off that AP to
save energy. This motivates us to investigate the joint design
of AP activation and power allocation to further improve the
energy usage in CF-MIMO. Large-scale based AP selection
has been proposed [2], [8] in which each user is served by
only some APs in the proximity. This method, however, does
not guarantee the same selection patterns for all users, hence
an AP may still be active even when it serves only a single
user. It is worth noting that the selection policy in [9] is not
applicable to CF-MIMO schemes as this policy was designed
for co-located massive MIMO with the same pathloss from the
co-located antennas to each user, whereas the pathloss from the
APs to a user are different in CF-MIMO. Moreover, [9] only
estimates the number of active antennas without specifying
them, which is not sufficient in CF-MIMO schemes.

In this paper, we investigate the energy efficiency perfor-
mance of TDD CF-MIMO. In particular, we propose joint
power allocation and AP selection technique based on the
block-sparsity norm ls 1 to guarantee the same AP selection
pattern for all users. In order to overcome the non-convexity



of the formulated problem, we propose an iterative algorithm
which solves the reformulated problem based on successive
convex approximation. Finally, the effectiveness of the pro-
posed joint design is demonstrated via numerical results, which
show a significant energy reduction compared to the large-
scale based AP selection [2], [8] and all-active APs scheme.

The rest of the paper is organised as follows. Section II
presents the system and signal transmission models. Section III
proposes the joint AP selection and power allocation design.
Section IV shows numerical results. Finally, Section V con-
ludes the paper.

II. SYSTEM ANS SIGNAL TRANSMISSION MODEL

We consider a cell-free massive MIMO communication
system in which N access points (APs) coherently serve K
users that are randomly distributed on the coverage area.
Each AP is equipped with M antennas, while the users are
assumed to have a single-antenna. A central processing unit
(CP) connects with the APs via a backhaul network.

We consider quasi-static block Rayleigh fading channels, in
which the channel gain between the APs and the users are
assumed to be constant within a transmission frame and inde-
pendently change from one frame to another, and is mutually
independent across the links. The channel coefficient includes
a slow fading component, e.g., pathloss and shadowing, and a
fast fading component. The channel fading coefficient between
AP n and user k is modeled as g, = ﬁrlfhnk, where S,k
represents the pathloss, which is assumed to be constant over
a very large number of frames, and h,,;, € CM>! is the fast
fading part following circular-symmetric complex Gaussian
distribution h,; ~ CAN(0,1I,s), with Ip; being an identity
matrix of size M x M.

A. Uplink pilot-based channel estimation

Before transmitting data, each AP acquires CSI knowledge
via uplink pilot-assisted channel estimation. The transmission
is performed every block of length 7. channel uses (c.u.),
which must be smaller than the channel coherence time. Each
transmission frame is divided into two phases: uplink training
and downlink data transmission. No downlink pilot is needed
as the users use the first-order channel statistic for decoding
[2]. In the training phase, the users send (orthogonal) known
pilot sequences to the APs simultaneously, through which the
APs obtain the CSI and then uses the so-obtained CSI for data
transmission, by assuming the channel reciprocity. As for the
TDD, 7, < 7. c.u. are used for training. Let ¢, € C™»*! be
a pilot signal dedicated to user k, where || ¢, ||>= 1,Vk.
Assuming synchronization cross the network, the M x 7,
received signals matrix corresponding to pilot transmission at
the n-th AP is given as

K
Yon =0y &k + Zn, (M)

where p is the pilot’s transmit power, Z, € CM*™ is the
Gaussian noise matrix whose elements follow CN (0, 0%) with
o2 being the noise power.

The APs apply minimum mean square error (MMSE) es-
timation to obtain the estimate of g, denoted as g,;. The
MMSE channel estimate is given as

Ene = E{g 1Yo HELT Ve ) ™ Ve 2

where ynk‘ = YPv"LPk = \/ﬁgnk + \/ﬁZj;ﬁk gnjLPfICPk +
Z ;. From (1) and (2), we obtain
\/ﬁﬁnk ~

Youk- 3)
P Brilet @y + o2

gnk =

It is noted that the channel estimate g, consists of M inde-
pendent elements. The variance of the m-th element of g, is

2

given as yn = E{Hgnk]m:l:MP} = pzﬁlgnpﬁg}f¢k\2+a2'
The MMSE estimation error is g, = g, — 8,5, Which is
independent from the true channel. In addition, each element
of the channel estimate error follows CA (0, Bnk — Ynk)-

Remark 1: If 7, > K, one can guarantee mutually orthog-
onal pilots among the K users, i.e., ¢} ¢, = &1, where &;,
is the delta function. In this case, for a given total training
power p, the CSI accuracy in (3) does not depend on the pilot

length.

B. Downlink data transmission

Upon acquiring the CSI by the APs, the CP sends the
data symbols to the APs, which then precode the data before
transmitting to the users. Due to large-scale volume of the
networks, a low-complexity precoding method is required.
Therefore, we adopt conjugate precoding design, which offers
a low-complexity level since it is done locally and no CSI
exchange is required among the APs. In addition, it is shown
that as the number of APs is very large, this precoding method
achieves a close performance to the centralized method [10].

Let ¢, denote a data symbol dedicated for user k. After
receiving all the data symbols, AP n obtains the M x 1 vector
X, by using the conjugate precoding, as follows:

K A%
X0 =) Pk, @)

where p,,i; is the power scaling factor designed for user &k from
AP n. Limited by the maximum transmit power Prx at the
K
AP, we have E{||x,,||*} = M>", _puk¥nk < Prx.
The received signal at user k is given as

N N K
Yk = Z ghXn + 2 = Z Z VPrkEkBnkCh + 2k

n=1 n=1k=1

N N K
:Z\/pnkg;l;kg;kck'i‘z Z VPri8n8niCi+ 2k (5)

n=1 n=1k#j=1

Due to lack of downlink training, user k& does not have knowl-
edge about the effective channel gain EnN:1 \/Mggkg;k.
It instead employs the first-order channel statistic, i.e.,
]E{Zgzl Drk88rr ). as the estimated channel. The re-
ceived signal can be rewritten as

N
Yk ZE{ Z \/pnkgikgi;k}ck
n=1



N N
+ (Z \/pnkgfkéik - E{ Z \/Pnk:ngng}> ¢
=1 n=1
N K

Z D Prigein s + 2 6)
n=1k#j=1

By using the capacity bound and taking the pilot duration into
account, the effective achievable rate of user k is given as [2]:
Ry = 77—6 —Tr X
Te
M?pTT
Blog, (1+ Dic Z 1P ). @

M2y pITiep;+M Y p] Djpp;+o?
J#k j=1

A

where B is the channel bandwidth, p, =

[\/P1k> /D2 - - - \/M] Dj, € R¥*N s the diagonal

matrix whose n-th diagonal element equals to vp;Bnk, and

Ly, = ’YJk’YJ;C with 7, = |<Pj .l [’71] gik -3 ING ggf}

The sum-rate of all users is given by

Ry = ZkK:le. (8)

C. Energy consumption model

We consider practical energy consumption model which
takes into account both electromagnetic radiation and
hardware-related static power, e.g., RF chain and amplifier.
Let P, denote the total energy consumption for serving the
users, which is calculated as

N N
Ptot:Z PA,n+Z PB,n7
n=1 n=1

where P4, is the power consumed by AP n and Pg, is
the power consumption in the backhaul associated to AP n.
The transmit power at the APs consists of two parts: circuit
power P, e.g., the power consumption of the RF chains and
amplifiers, and the emitting power. Hence, we can write

PA,n = Lap +ZZ{:

The backhaul capacity is assumed to be sufficient to support
the data rate. The backhaul power consumption consists of two
parts: Pgyx which is independent from backhaul traffic and Py,
- the traffic-dependent power (in W/bps) consumed in the n-th
AP’s backhaul. Hence we can write Pg ,, = Pix + PonRx.

The total power consumption can be written as:

1 TYnkPnk-

N K

= N(Pix + Pap) + NPouRs + > > YukPuk- (9)
n=1k=1

Ptot

III. JOINT AP SELECTION AND POWER ALLOCATION

We aim to minimize the total energy consumption of CF-
MIMO system via the joint power allocation and AP activation
design. Different from other studies, which focus only on
transmit power, our work considers energy consumption on
both backhaul links and RF chains. We note that the total
power consumption in (9) stands for the case when all the

APs are active. When only a subset A C N/ £ {1,2,...,N}
of the APs are selected, the total energy consumption becomes

K

pFPonBs) + > > Ynkpnk, (10)
neAk=1

Piot, 4 =N Px+|A|(Pa

where |.A| denotes the cardinality of the set A.

Since the first term in Py, 4 does not depend on A and
{pnk}, it can be excluded when minimizing the total power
consumption, without loss of optimality. The joint optimiza-
tion problem is then formulated as follows:

Mlnlmlze |A‘P“P+‘A|thZRk+Z Zvnkpnk (11)

Pnk>0,A neA k=1
s.t. Rk Z nkaVka (lla)
K
> Yakpar < Prx,Vn € A (11b)

where Ry is given in (7), A is the subset of the activated APs,
Ny is the QoS requirement at user k, and Prx is the maximum
transmit power at each AP.

The difficulty in solving (11) lies not only in the non-
convexity of the effective rate I?; but also in finding the set
A of the selected APs. To add insult in injury, the second
term in the objective function makes it even more challenging.
Intuitively, one can solve (11) by finding the optimal power
allocation for every A (though the resulting problem is still
non-convex). This method, however 1mposes combinatorial
complexity since there are Zn LK/M |+1 ( ) possible subsets
in total. For example, for the CF-MIMO with N = 30 APs and
K = 10 users, the total number of antenna subsets exceeds
one billion, which makes the problem practically infeasible.

To overcome this challenge, we propose to optimize the
transmit power and activate the APs simultaneously. The main
idea behind the proposed solution is that the activated APs
can be inherently captured by the power allocation factors,
if they are properly designed [11], [12]. Before proceeding,
without loss of generality, we use new (power allocation)
variable @,k £ \/Pnk for ease of presentation. Denote
d; = [qlkqukv: . 7qu]T and g, = |qn1;qn2;---, qQK]
Furthermore, let Q = [||@]l2,---,|l@n]l2]” - Obviously, ||Q]lo
represents the number of active APs, i.e., AP n is active iff
1, 4nx # 0. Employing ||Q||o, we can reformulate problem
(11) as follows:

M1n1mlze 1Qllo (Pap—l—thZRk +ZZ’7nkpnk: (12)

k=1 n=1k=1
s.t. Rk Zr}k,Vk, (12a)
K
>, nkdar < Prx.Vn, (12b)
where R; is a new presentation of R; with re-

spect to ¢, and defined as R, = %BlogQ(l +
M?q; Thra, )

K
M?2 ;kqurjkqj-;-M Zlqu Djiq;+0?
J#k j=

By introducing auxiliary positive variables u, xy, yx, 2k, Vk,



we can equivalently reformulate problem (12) as

Papu+ BPyy Zl‘k + Z Z%kan 13)

Minimize
dnk Tk,Yk 2k, U

n=1k=1
s.t. M? qkrkqu > i, Vk (13a)
szgkq;fr]kqj+Mqu Djrq;+0?
uyr < Tk, vk (13b)
1Rl < u (13c)
log(1 + zx) < yg, Vk (13d)
M?%q[T.q,

< 2, Vk, (13e)

K
M?Y°q'Tjrq;+ MY q! Djrq;+02
ik i=1

where 7y = 27/ — 1 and B = - B,

The equivalence between (13) and (12) can be directly
shown at the optimum since equalities hold in all constraints.
Unfortunately, problem (13) is still difficult due to the norm-
zero constraint in (13c) and non-convexity of the constraints
(13a), (13b), (13d) and (13e). To deal with the former, one
can relax the norm-zero with [;-norm to convexify (13c).
This method, however, might result in different AP selection
patterns for different users, which eventually fails to properly
select the APs.

In this paper, we employ block-sparsity norm I ; to guar-
antee same AP selection patterns for all the users in (13). The
norm [y 1 of matrix X of size N x M is defined as

N M 9
HX”LQ = Zn:l Zmle’n,m'

Based on the norm [ ;, constraint (13c) can be approximated
by [|Ql2.1 < Au, where Q £ [gnr]nx i and ) is the scaling
factor. Then we can reformulate problem (13) as follows:

Pz, T B nzl L 09
s.t. MZZ ITra; +MZ Djrq; +0°
< TM ar Trrqy, vk (14a)
Nk
(u+yp)? < 2z +u® + 92, Vk (14b)
(14c)
1+ 2z, <e¥ Vk (14d)
M?*q[Trq,
—TRTPRER < 2 Tk,
P = Z ikq;
+ MZ Djiq; + 0,k (l4e)

In (14), the first constraint is obtained from (13a) since all the
elements are positive. Constraint (14b) is obtained by adding
u? + y,% to both sides of (13b). Constraint (14d) is equivalent
to (13d) since the exponential function is monotonic. Finally,
constraint (14e) is equivalent to (13e) because both z;, and g,

TABLE I: ITERATIVE ALGORITHM TO SOLVE (19)

1. Initialize a feasible solution g, i, §.
€, t= 1, Eoldy tMAX and error = 1.
2. While error > € and t < tyax do
2.1. Solve the problem (19) to obtain pj,u*, 7,
yr, 25, Vk. Compute E() = P, u*
+BPon Yoy T+ Song Yoo Yok (€5r)?
2.3. Compute error = |E®) — E,4]
2.4. Update q;, = q;; 0 = u*; U = Yy,
Ega=EW, t:=t+1.

are positive.

Although the objective function and constraint (14c) are
convex, solving problem (14) is still challenging due to the
non- convex1ty of all other constraints. Fortunately, since func-
tion Z-AZ g jointly convex in x and y > 0 (see Appendix A)
and the right-hand side of these constraints are convex, one can
employ successive approximation method to solve (14) in an
iterative manner. The idea behind the successive approxima-
tion is to use the first-order approximation in the right-hand-
side (RHS) of the constraints and refine the approximations
iteratively.

In particular, denote 4, g, Ji, Vk as the solution of the ap-
proximated problem in iteration ¢. In the (t+1)-th iteration, we
approximate the RHS of (14a) by its first-order approximation
at q,. As a result, the constraint (14a) is approximated by

MQZ 7£k jkqj—l—MZ

M? R
< T {Qk (Th + Thr)ay

jkq] + U

- qgl-‘ZkEIk} : (15)

With the help of the first-order approximation of g; T, k4,
and qj jkqj in the RHS of (14¢), and noting that D is
symmetric, we can approximate (14e) by

M?q}Trrq .
VAT o3 e
ik

K
+2M Y qi Dja; — M? Y 4; 154,
i=1 7k
K
~ MY 4 Djg; + 0.
j=1

(16)

Similarly, we can approximate constraint (14b) by
(u+yr)? < 2z + 4(2u — @) + G2y — 91 a7
and approximate (14d) by

L+ 2 < e (yp — gx + 1). (18)

Table 1 provides detailed steps of the proposed iterative
algorithm to solve (14).



Minimize
dnk Tk Yk 2k, U

Pyt + BPy, Z o+ Z Z ko (19)

n=1k=1
s.t. (14c),(15),(16),(17),(18).

Proposition 1 (Convergence): The objective function of
(19) decreases over the iterations and the proposed iterative
algorithm in Table I converges at least to local optimum.
The proof of Proposition 1 can be found by using a technique
similar to the one presented in [13]. Although Proposition 1
does not prove the global optimality, it gives the justification
for the iterative algorithm.

Remark 2 (Initialization): The convergence of problem (19)
closely depends on the initial values in the iterative algorithm.
Proper initial values not only makes the algorithm feasible but
also speeds up the convergence. In order to obtain the initial
value gy, 4, yr, we first run the following feasible problem:

(20)

Minimize 1
Qnk

s.t. MQZ 73]@ quJ+MZ

< TM qiTrrqy, vk
Mk

quj + 0—

Zk%kQZk < Prx,Vvn.

Let g3 be a feasible solution to (20), we can calculate the
initial values of the proposed iterative algorithm as

4y = qy;
and g =
M*(q *)Trkqu

DITka; + MZ(

log, (1 + .
M?3(q )T Djrg; + o2

J#k

IV. NUMERICAL RESULTS

In this section, we demonstrate the effectiveness of the
proposed joint design via numerical results. The APs are
located on a uniform grid in the area of 1 km x 1 km at the
height of 15 meters, while the users are randomly distributed
in this area. The system operates at 2.4 GHz with 20 MHz
bandwidth. The path loss is followed by the WINNER II b5f
[14], in which the attenuation in dB is given as PL(d) =
57.5 4+ 23.51og(d) + 231log(f/5), where d is the distance in
meter and f is the operating frequency in GHz. The noise
power is —110 dBW. Each transmission block spreads over
T, = 1000 c.u., in which 7, = K c.u. is used for channel
estimation. Other parameters are in Table II. The proposed
joint design is compared with to i) the so-called All APs,
in which all APs are active and ii) Large-scale based AP
selection [2], [8].

Fig. 1 compares the total power consumption of the pro-
posed joint design with the two reference schemes for different
number of users. For serving the same user requests, the
proposed joint design significantly reduces the energy con-
sumption, compared to the two references. Specifically, the

g
c
Qo
[SIPPN ]
£ 12
>
(2]
]
© 10 1
9]
=
g
= 8r b
S
L
6r —0— Proposed design 7
—— All APs

Large-scale based [2,8]

4 6 5 0 12 14 16
Number of users

Fig. 1: Total power consumptions for different number of users

K. All users require a minimum QoS of 20 Mbps. F,, = 0.5

W/Gbps.

joint design consumes 55% and 33% less energy than two
reference schemes for K = 6 and K = 10, respectively. This
is because in this case, the joint design only uses the “best”
APs to serve the users, compared to all APs in first reference.
It is also shown that the Large-scale based selection scheme
[2], [8] improves total energy usage compared with the All APs
but consumes much more that the joint design. This is because
the Large-scale based scheme does not guarantee the same
AP selection patterns for the users, thus, the AP is active even
when it serves only one user. When there are more users in
the network, the joint design’s power consumption approaches
the references, as it requires more APs to efficiently mitigate
inter-user interference.

Fig. 2 compares the total energy consumption as a function
of the traffic-dependent cost on backhaul, i.e., Py,. It is
observed that the total energy consumption of all schemes
is approximately linearly dependent on P, which can be
seen from the energy consumption model in (9). In all cases,
the joint design spends much less energy, compared to the
reference schemes.

Fig. 3 plots the total energy consumption versus the same
QoS requirements 1 = 7, Vk. For small QoS requirements,
e.g., 20 Mbps, all users can be served when only a subset
of the APs are activated. This is revealed in Fig. 3 via
significant power saving offered by the proposed joint design

TABLE II: Simulation parameters

’ Parameters \ Value ‘
Number of APs N 30
Number of antennas per AP M 2
Number of users K 4to 16
Fix power consumption/backhaul Py 0.01 W
Circuit power consumption/antenna P,, | 0.2 W
Traffic-dependent power/Gbps Py 0.1-09W
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Fig. 2: Total power consumptions versus the traffic-dependent
power consumption P, on the backhaul. K = 10, 0, =
24Mbps, Vk.

Total power consumption (W)
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Fig. 3: Total power consumptions as a function of the mini-
mum rate requirement 1. K = 10, B, = 0.1 (W/Gbps).

problem, compared to the two references. Having higher QoS
requirements results in smaller energy saving of the joint
design, as it requires more APs to serve the users.

V. CONCLUSIONS

We have investigated the performance of cell-free massive
MIMO systems under realistic energy consumption model
which takes into account both electromagnetic radiation and
energy consumed by hardware components as well as the
energy consumed by the backhaul. We proposed a joint design
for AP activation and power allocation based on block-sparsity
norm [ ; to minimize the total power consumption while
satisfying the predefined QoS requirements as well as per-
AP transmit power constraint. It is shown that the proposed
design significantly reduces the total energy consumption for
moderate network loads, compared with the all-activated AP
and the large-scale based selection. The proposed design

suggests a promising dynamic management framework for
cell-free massive MIMO to optimize other metrics, e.g., sum-
rate or energy efficiency.
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APPENDIX A
zT Az
CONVEXITY OF FUNCTION T
zl Az

To prove the convexity of F'(x,y) = for any positive
semi-definite metric A, we need to show that the Hessian
metric of F'(x,y) is positive semidefinite. Indeed, the Hessian
matrix of F'(x,y) is

ArAT _(a+AD)e
2
_ y y
Hp _2TatAT) 22T Ax
y2 y3

For arbitrary vector ¢ = [a”'b]”, where a € RY*!, consider
a function

a’(A+AT)a aT(A+ AT)xb
y - Y
_a"(A+ANab 22" Azb’
y? y?
» aT(A+AT)a B aT(A+AT)xb n

T
¢c Hrec =

T (A+AT)xb?

= 2 2 3

Y Y Yy
_ aTAa — 24" Az + 27 Az

Y
where A 2 AT + A, & 2 xb/y and (x) results from the
fact that A is symmetric and aTAz = 2T Aa. 1t is obvious
that the RHS of (21) is always non-negative for y > 0 and
positive semi-definite matrix A, which concludes the positive
semi-definite of the Hessian metric of F(x,y).
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