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Abstract—This paper studies the problem of massive
Internet of things (IoT) access in beyond fifth genera-
tion (B5G) networks using non-orthogonal multiple access
(NOMA) technique. The problem involves massive IoT
devices grouping and power allocation in order to respect
the low latency as well as the limited operating energy of the
IoT devices. The considered objective function, maximizing
the number of successfully received IoT packets, is different
from the classical sum-rate-related objective functions. The
problem is first divided into multiple NOMA grouping
subproblems. Then, using competitive analysis, an efficient
online competitive algorithm (CA) is proposed to solve each
subproblem. Next, to solve the power allocation problem,
we propose a new reinforcement learning (RL) framework
in which a RL agent learns to use the CA as a black box
and combines the obtained solutions to each subproblem
to determine the power allocation for each NOMA group.
Our simulations results reveal that the proposed innovative
RL framework outperforms deep-Q-learning methods and
is close-to-optimal.

Index Terms—Internet of things, non-orthogonal multi-
ple access, online grouping, online power allocation, online
competitive algorithms, reinforcement learning.

I. Introduction
Internet of things (IoT) will soon be composed of

tens of billions of objects that are connected to the
Internet and that communicate with each other without
(or with little) human interactions [1–3]. In a cellular-
based IoT network, a massive number of objects (or,
interchangeably, devices) can communicate with each
other through the cellular network infrastructure [4], e.g.,
a next generation nodeB (gNB). The massive access
problem in IoT networks is thus expected to become a
challenging problem for beyond fifth generation (B5G)
networks. The problem is even more challenging when
IoT devices [5] operate with limited energy and require
communications with very low latency.
In [6], the authors consider the problem of uplink

grant in machine-to-machine networks. The problem is
transformed into predicting which IoT device has packets
to send and a two-stage machine learning solution is
developed. In [7], the problem of fast uplink grant access
is solved based on a multi-armed bandit approach. The
objective is to maximize a utility function that is a
combination of data rate, access delay, and value of data
packets. A sleeping multi-armed bandit technique is used

to model the situation where the set of possible actions
is not known in advance. In [8], the authors study the
problem of maximizing the number of served IoT devices
using the non-orthogonal multiple access (NOMA). The
power allocation is first obtained by solving the feasi-
bility problem of minimum rate requirements. Then, the
NOMA channel assignment is solved by reducing it to a
maximum independent set problem. Other related works
solve the problem using off-the-shelf deep reinforcement
learning (DRL) approaches [9–12]. In [9], the authors
solve the uplink NOMA user clustering problem in
IoT networks. The proposed algorithm performs user
clustering based on network traffic and it uses SARSA-
based deep-Q-learning (DQL) method in the case of light
network traffic and DRL in case of heavy traffic. In [10],
the authors solve the problem of power allocation and
channel assignment in wireless networks using attention-
based neural network. An optimization framework is
first proposed to obtain the optimal power allocation.
Then, a DRL framework is proposed to learn the channel
assignment. In [11], the authors propose to improve
the random access channel procedure in real-time using
DRL methods. Then, a decoupled learning algorithm is
proposed based on recurrent neural network to train DRL
agents. The majority of the works optimize sum-rate-
related objectives and use DQL methods to solve the
problem. To the best of our knowledge, this work is the
first to prove that online competitive algorithms (CAs)
can meet classical RL methods to outperform DQL
without requiring huge training-intensive tasks. In [12],
the authors studied the service migration in network
function virtualization of multi-access edge computing-
based vehicular networks and solved the problem using
deep Q learning.
To address the problem of network access by an

increasingly big number of IoT devices, the NOMA
technique was proposed for B5G networks [13]. In
this paper, we study the online1 grouping and power
allocation problem in an IoT B5G network using NOMA.
It is shown in [14] that maximizing the sum-rate can

1An online problem is when its input is not available from the start
but it is revealed one by one without knowing its future values.
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be achieved with few served devices. Thus, contrary
to most previous works that maximize sum-rate-related
objective functions, we focus on maximizing the number
of successfully received packets. To fill this research
gap, we propose a new RL framework called competitive
reinforcement learning (CRL). The proposed framework
is inspired by the divide-and-conquer technique and
works mainly as follows. First, CRL starts by solving
a special case of the considered problem, the online
NOMA grouping problem, using online CAs. Next, a RL
agent uses this CA as a black box to learn its optimal
policy regarding to the power allocation of each NOMA
group. The simulation results reveal that the proposed
innovative RL framework outperforms DQL methods and
is close-to-optimal.
Developing online algorithms for this problem is a

challenging task. Our contributions are summarized as
follows. We first give a mathematical programming
model to solve the problem in an offline manner using
off-the-shelf solvers. This part is important as it provides
upper bounds for our online solutions or for future
research improvement solutions. Then, we propose an
online algorithm based on competitive algorithms as well
as on reinforcement learning methods [14, 15] and we
show that the proposed method is very simple as it does
not require training-intensive tasks and it outperforms
classical DQL methods [16].
The paper is organized as follows. Section II presents

the system model and formulates the problem. Section III
presents the proposed CRL framework. Section V illus-
trate some results, and finally, section VI provides some
insights and conclusions.

II. System Model
A cellular-based IoT network is considered in which

there are one gNB and 𝑀 devices. Time is discrete and
divided into 𝑇 frames where each frame is composed of
𝑁 slots. In each frame 𝑡, device 𝑖 has a packet of length
(in bits) 𝐿𝑖 (𝑡) > 0 to send. (In general, 𝐿𝑖 (𝑡) may be
zero for some 𝑡 in which case 𝑖 has no packet to send
in frame 𝑡.) Device 𝑖’s packet in frame 𝑡 has a time of
arrival and a deadline which are denoted by 𝑎𝑖 (𝑡) and
𝑑𝑖 (𝑡), respectively. The considered frame structure and
the traffic pattern are similar to the frame-synchronized
traffic pattern [17]. During the whole time horizon of
𝑇 frames, device 𝑖 has 𝑝max

𝑖
units of energy (or, without

loss of generality, power) stored in its battery. A resource
block (RB) is denoted by the pair ( 𝑗 , 𝑡) for slot 𝑗 of frame
𝑡 and has a bandwidth of 𝑊 Hz.
The channel gain between device 𝑖 and the gNB over

RB ( 𝑗 , 𝑡) is given by ℎ𝑖 𝑗 (𝑡). Let 𝑥𝑖 𝑗 (𝑡) = 1 if and
only if device 𝑖 transmits its packet using RB ( 𝑗 , 𝑡)
and let 𝑝𝑖 𝑗 (𝑡) denote the transmission power of device
𝑖 using RB ( 𝑗 , 𝑡). The signal to interference-plus-noise

ratio (SINR) of device 𝑖 at the gNB using RB ( 𝑗 , 𝑡)
is given by SINR𝑖 𝑗 (𝑡) = 𝑥𝑖 𝑗 (𝑡)𝑝𝑖 𝑗 (𝑡)𝑔𝑖 𝑗 (𝑡)/(1 + 𝐼𝑖 𝑗 (𝑡)),
where 𝑔𝑖 𝑗 (𝑡) = |ℎ𝑖 𝑗 (𝑡) |2 is the channel power gain, which
is normalized to get a noise power of 1. The term 𝐼𝑖 𝑗 (𝑡)
denote the power of the interference coming from other
devices and transmitting using RB ( 𝑗 , 𝑡).
To accommodate a large number of IoT devices,

power-domain NOMA is used in this paper, where a
group of IoT devices transmit to the gNB over the same
RB. For decoding, successive interference cancellation
(SIC) is used at the gNB. Let A 𝑗 (𝑡) denote the set of
IoT devices transmitting using RB ( 𝑗 , 𝑡). It is well-know
that the highest channel decoding order is used in uplink
NOMA [18]. That is, the interference received at the
gNB, which is generated by the transmission of device 𝑖’s
packet, comes from all devices that have lower channel
gains. Let B𝑖 𝑗 (𝑡) ≔ {𝑖′ ∈ A 𝑗 (𝑡) : 𝑔𝑖′ 𝑗 (𝑡) < 𝑔𝑖 𝑗 (𝑡)} be the
ordered set of devices with respect to uplink NOMA.
With that said, the interference received by the gNB can
be calculated as 𝐼𝑖 𝑗 (𝑡) =

∑
𝑖′∈B𝑖 𝑗 (𝑡) 𝑥𝑖′ 𝑗 (𝑡)𝑝𝑖′ 𝑗 (𝑡)𝑔𝑖′ 𝑗 (𝑡).

The achievable rate (in bits/s) between device 𝑖 and the
gNB using RB ( 𝑗 , 𝑡) is given by 𝑅𝑖 𝑗 (𝑡) = 𝑊 lg(1 +
SINR𝑖 𝑗 (𝑡)).
The considered problem is called NOMA grouping

and power allocation (NG-PA). The objective function
of NG-PA is to maximize the number of successfully
delivered packets by each IoT device during the time
horizon of 𝑇 frames. This has to be done subject to
NOMA grouping and power allocation constraints. Solv-
ing NG-PA is done in an online fashion in which each IoT
device only knows the current and previous information
and devices may communicate with each other through
the gNB using feedback and uplink channels. NG-PA can
be written as the following integer linear program.

maximize
𝑀∑︁
𝑖=1

𝑁∑︁
𝑗=1

𝑇∑︁
𝑡=1

𝑥𝑖 𝑗 (𝑡) (P1a)

subject to 𝑥𝑖 𝑗 (𝑡) ∈ {0, 1}, 𝑝𝑖 𝑗 (𝑡) ∈ P (P1b)
𝑁∑︁
𝑗=1

𝑅𝑖 𝑗 (𝑡) >
𝑁∑︁
𝑗=1

𝐿𝑖 (𝑡)𝑥𝑖 𝑗 (𝑡) (P1c)

𝑝𝑖 𝑗 (𝑡) 6 𝑝max
𝑖 𝑥𝑖 𝑗 (𝑡) (P1d)

𝑁∑︁
𝑗=1

𝑇∑︁
𝑡=1

𝑝𝑖 𝑗 (𝑡) 6 𝑝max
𝑖 (P1e)

𝑥𝑖 𝑗 (𝑡) = 0,∀ 𝑗 ∉ {𝑎𝑖 (𝑡)..𝑑𝑖 (𝑡) − 1} (P1f)
𝑀∑︁
𝑖=1

𝑥𝑖 𝑗 (𝑡) 6 𝐺, (P1g),
𝑁∑︁
𝑗=1

𝑥𝑖 𝑗 (𝑡) 6 1 (P1h)

The objective function in (P1a) maximizes the num-
ber of successfully delivered packets during 𝑇 frames.
Constraints (P1b) list the optimization variables where
𝑝𝑖 𝑗 (𝑡) belongs to the discrete set P. Constraints (P1c)



guarantee the minimum requirements of device 𝑖. Con-
straints (P1d) and (P1e) guarantee the limited operating
energy of device 𝑖. Constraints (P1f) respect the arrival
and deadline of device 𝑖. Constraints (P1g) and (P1h)
guarantee at most 𝐺 6 𝑀 devices per RB and at most
a RB per device, respectively. The one RB per device is
realistic in massive access problem since devices have
short packets [19].
Since each device will be allocated some amount of

transmission power in each frame, thus, if such amount
could be known, one could reduce the problem to 𝑇

single-frame subproblems and solve each one separately.
For this purpose, we start by analyzing NG-PA in the
case of one frame (the superscript of 𝑡 is dropped when
not needed).

III. The Competitive Reinforcement Learning
Framework

A. A Competitive Algorithm
Here, we focus on frame 𝑡 and we assume that the

transmission power of device 𝑖 at 𝑡 is known and we solve
sub-optimally the NOMA grouping (NG) subproblem.
Device 𝑖 can choose its transmission power from {0, 𝑝𝑖}.
To solve NG, we transform it into a many-to-one

matching problem and we adopt a greedy approach.
We create the following bipartite graph. The devices
represent the right vertexes and the slots represent the
left vertexes that appear in an online fashion. An edge
exists between slot 𝑗 and device 𝑖 if and only if 𝑝𝑖𝑔𝑖 𝑗 >
(2𝐿𝑖/𝑊 − 1) and 𝑗 ∈ {𝑎𝑖 ..𝑑𝑖 − 1}. When slot 𝑗 appears,
the channel gain 𝑔𝑖 𝑗 is revealed for all devices 𝑖 and
thus the edges incident to it are also revealed. Once
revealed, an online algorithm must make an irrevocable
decision of which device to serve at slot 𝑗 (i.e., match
the corresponding edge). Now, each slot can be matched
to at most 𝐺 devices from those connected to it by an
edge. For each slot 𝑗 , let N 𝑗 denotes the set of neighbors
of 𝑗 (i.e., N 𝑗 ≔ {𝑖 : {𝑖, 𝑗} is an edge}). Once slot 𝑗 is
revealed, the problem is reduced to finding a set of (at
most 𝐺) devices D 𝑗 ⊆ N 𝑗 of maximum cardinality such
that:

𝑝𝑖𝑔𝑖 𝑗 > (2𝐿𝑖/𝑊 − 1) (1 +
∑︁
𝑖′∈D′

𝑗

𝑝𝑖′𝑔𝑖′ 𝑗 ),∀𝑖 ∈ D 𝑗 , (1)

where D′
𝑗
≔ {𝑖′ ∈ D 𝑗 : 𝑔𝑖 𝑗 > 𝑔𝑖′ 𝑗 }.

The proposed algorithm to solve NG is called frame-
matching (fm) and its pseudo-code is given in Algo-
rithm 1. For each arriving slot, fm applies a greedy
approach to match each device to each new arriving
slot—starting with the device with the lowest channel
gain. The greedy approach gives a maximum cardinality
set that satisfies (1) in O(𝑀 lg𝑀) time in the worst-case.
(See [20] for a complete and detailed proof.) The worst-
case time complexity of fm is clearly O(𝑁𝑀 lg𝑀). fm

serves the maximum possible number of devices in each
slot. Then, it updates the set of not-yet-served devices
and continues in this way for the next slot. Line 7 of the
fm algorithm just makes sure that the size of D 𝑗 does not
exceed the NOMA size 𝐺, i.e., we select any subset of
Y with size 𝐺.fm returns the list of grouped devices in
each slot {D1,D2, . . . ,D𝑁 } as well as the total number
of served devices

∑𝑁
𝑗=1 |D 𝑗 |.

Algorithm 1 The fm algorithm
Input: Bipartite graph, 𝐺, 𝑀, 𝑁, [𝑔𝑖 𝑗 ], [𝐿𝑖], [𝑝𝑖]
Output: {D1,D2, . . . ,D𝑁 }
1: D← {1, 2, . . . , 𝑀}
2: for 𝑗 ∈ {1, 2, . . . , 𝑁} do
3: Y← ∅; 𝑌 ← 0
4: for 𝑖 ∈ N 𝑗 do
5: if 𝑝𝑖𝑔𝑖 𝑗 > (2𝐿𝑖/𝑊 − 1) (1 + 𝑌 ) then
6: Y← Y ∪ {𝑖}; 𝑌 ← 𝑌 + 𝑝𝑖𝑔𝑖 𝑗
7: Let D 𝑗 ⊆ Y with |D 𝑗 | 6 𝐺

8: D← D\D 𝑗 and find N 𝑗

9: return {D1,D2, . . . ,D𝑁 },
∑𝑁

𝑗=1 |D 𝑗 |

B. A Competitive Reinforcement Learning Algorithm
To solve solve NG-PA efficiently, we propose a CRL

framework as illustrated in Fig. 1. Each agent (or, inter-
changeably, device), interacts independently with the IoT
environment and takes actions accordingly. The learning
is a frame-based process. In each frame 𝑡, each device 𝑖
observes the IoT environment and chooses a transmission
power 𝑝𝑖 (𝑡) from its available set of actions P. Once all
devices choose their transmission powers, a joint action
is formed and a slot-based process is invoked—the fm
algorithm—as a black box. Just before the beginning of
the next frame 𝑡 +1, the number of successfully received
packets in frame 𝑡 is calculated by the gNB using fm
and a reward signal is obtained. The gNB broadcasts
this reward signal to each agent and the IoT environment
moves to the next state. The reward given by fm is
common to all agents to incite a cooperative behavior
among devices. Thanks to the simplicity of fm, our
approach solves perfectly the curse of dimensionality
issue in RL. The details of this learning framework
process is given in the sequel.
We model NG-PA as an online deterministic multi-

agent Markov decision process (MDP). This modeling
helped us to transform NG-PA to an online stochastic
shortest path problem. The MDP is deterministic because
the transition probabilities are known. The multi-agent
MDP can be seen as multiple MDPs—one for each
agent. The corresponding transition graph (TG) of each
MDP is constructed as follows. A state in each TG 𝑖

(corresponding to agent 𝑖) is given by (𝑒𝑖 (𝑡), 𝑡) where
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Fig. 1: The system block of the CRL framework.

𝑒𝑖 (𝑡) is the remaining energy level at frame 𝑡 in device
𝑖’s battery. For any state (𝑒𝑖 (𝑡), 𝑡) of TG 𝑖, an action is
given by the transmission power 𝑝𝑖 (𝑡) ∈ P. When 𝑡 = 1,
the node s𝑖 ≔ (𝑒𝑖 (1), 1) is called the starting node with
𝑒𝑖 (1) = 𝑝max

𝑖
for all 𝑖. There is a terminal node denoted

by t𝑖 ≔ (𝑒𝑖 (𝑇 + 2), 𝑇 + 2) with 𝑒𝑖 (𝑇 + 2) = 0 for all
𝑖. For 𝑡 = 1, 2, . . . , 𝑇 + 1, a transition from (𝑒′(𝑡), 𝑡) to
(𝑒′′(𝑡+1), 𝑡+1) happens with probability one if and only
if 𝑒′(𝑡) − 𝑒′′(𝑡 + 1) > 0. No other transition is allowed.
The possible actions in state (𝑒(𝑡), 𝑡) are given by the
outgoing edges of node (𝑒(𝑡), 𝑡).
Normally, when device 𝑖, in state (𝑒𝑖 (𝑡), 𝑡), chooses

action 𝑝𝑖 (𝑡), its reward is a binary number that represents
whether or not it is served. Designing the rewards in this
way teaches the devices to act selfishly and thus does not
necessarily give good outcome, i.e., the objective func-
tion could be very low because each device will learn
to use its transmission power to get served regardless
of others. It is thus necessary to redesign the rewards
to improve the learning outcome. The idea of our CRL
framework comes from this important remark. Thus,
instead of the binary rewards, each device receives its
reward from the black box—the fm algorithm—in each
frame. This can be acquired by information feedback
between the devices and the gNB. The proposed crl
algorithm works as follows.
Each device learns its own s-t path by applying a

modified version of exp3 [21]—a popular RL algorithm
for the adversarial multi-armed bandit problem based on
exponential-weighting for exploration and exploitation.
crl operates in rounds, where in each round, it is applied
at device 𝑖 that chooses an s𝑖-t𝑖 path according to some
probability (proportional to the path weight). This proba-
bility is chosen to follow a distribution over the set of all
s𝑖-t𝑖 paths in order to get a mixture between exponential
weighting of biased estimates of the rewards and uniform
distribution to ensure sufficiently large exploration of
each edge of any s𝑖-t𝑖 path. After choosing an s𝑖-t𝑖 path,
device 𝑖 gets to know the rewards on each edge of that
path, i.e, it gets to know the number of successfully
received packets in the corresponding frame. Then, crl
updates the probability distribution (by updating the

paths weights) and continues similarly. Every TG 𝑖 has
2 + 𝑇𝑃 nodes with 𝑃 ≔ |P| and 𝑃(𝑃(𝑇 − 1) + 𝑇 + 3)/2
directed edges. Every path in TG 𝑖 has length 𝑇+1. Let P𝑖
be the set of all s𝑖-t𝑖 paths in TG 𝑖 and let 𝜎𝑖 ≔ |P𝑖 |. We
can prove that 𝜎𝑖 =

(𝑇 +𝑃−1
𝑇

)
, which is exponentially large

and thus choosing the paths in this way according to their
weights is not efficient. However, a simple modification
can improve the algorithm enormously. First, instead of
assigning weights to paths, they are assigned to edges.
Second, we construct a set of edge-covering s𝑖-t𝑖 paths
C𝑖 , which is defined as the set of paths in TG 𝑖 such that
for any edge 𝑒 in TG 𝑖, there is a path p𝑖 in C𝑖 such that
𝑒 ∈ p𝑖 . Such an edge-covering paths C𝑖 can be obtained
in O(𝑇𝑃2 + 𝑇𝑃 lg(𝑇𝑃)) time using Dĳkstra’s algorithm
where |C𝑖 | = O(𝑇𝑃2). Now, instead of each path, each
edge 𝑒 of TG 𝑖 is assigned a weight 𝑤(𝑒) (initialized
to one for each edge at the beginning of the round) and
the weight of an s𝑖-t𝑖 path is given by the product of
the weights of its edges. For each round, crl, applied at
device 𝑖, chooses an s𝑖-t𝑖 path (1) uniformly from C𝑖 with
probability 𝛾 or (2) according to the paths weights with
probability 1− 𝛾. If the latter is to be done, then the s𝑖-
t𝑖 path can be chosen by adding its vertexes one-by-one
according to edges’ weights (and not to paths’ weights).
Next, crl finds the probability of choosing each edge in
the TG 𝑖, which can also be done using edges’ weights
only based on paths kernels and dynamic programming.
Then, for each frame (or edge), the rewards are obtained
using fm, where the reward 𝑟 at any edge is normalized
by the probability of that edge 𝑞(𝑒), i.e., the normalized
reward is (𝛽 + 𝑟1{𝑒∈p𝑖 })/𝑞(𝑒), with 1A denotes the
indicator function and 𝛽 ∈ (0, 1]. Finally, the edges’
weights are updated as 𝑤(𝑒) ← 𝑤(𝑒)𝑒[𝑟 where [ > 0.
The per-round complexity of crl is given by

O(𝑀𝑇𝑃2 + 𝑇𝑁𝑀 lg𝑀), where O(𝑇𝑁𝑀 lg𝑀) is the
complexity of applying fm in all frames and O(𝑀𝑇𝑃2)
is the complexity of choosing the paths according to the
edges’ weights and updating the probability of each edge.

IV. Benchmark DRL Algorithm
We implemented the off-the-shelf method of DQL

(dql) as a benchmark solution to compare our proposed
crl. dql is proposed in [22] to solve the resource
allocation problem in multiaccess edge computing-based
Internet of vehicles network using network slicing. It
uses deep neural networks to approximate the Q func-
tion. We use prioritized replay memory, double Q and
dueling architecture to help agents remember and use
past experiences. dql is implemented in the multi-agent
scenario in which each agent (IoT device) trains its own
deep-Q-network (DQN). Each DQN is associated some
weight vector to represent the Q function. The input to
each DQN is given by the observation of the current



state. The output is the value of the Q function which is
given by the appropriate action taken by each agent.
The training goes in episodes where each episode lasts

𝑇 frames, that is the training is a frame-based process.
For any episode, the training starts at frame 1 (the initial
state) and finish at frame 𝑇 (the terminal state). For an
agent, a state is given by (1) the channel gains between
the agent and the gNB across all slots, (2) an indicator
vector of length 𝑀 to indicate which agent is served in
the current frame, (3) the remaining energy level of the
agent, (4) the arrival time and the deadline of the agent,
(5) the frame and the episode index, and (6) the current
exploration rate. At any episode, the possible actions of
an agent in some state are given by all pairs of slots
and power levels. That is, in frame 𝑡, if the remaining
energy level of device 𝑖 is 𝑒𝑖 (𝑡), then the possible action
is ( 𝑗 , 𝑝𝑖) ∈ {1, 2, . . . , 𝑁} × P with 𝑝𝑖 6 𝑒𝑖 (𝑡). The agent
uses the 𝜖-greedy policy to explore the action space.
Once all agents choose their actions, the gNB calculates
the number of successfully delivered packets and each
agent moves to the next state (frame 𝑡 + 1). The reward
of each agent is incremented in each frame until frame
𝑇 to count the overall number of successfully delivered
packets. The tuple of (state, action, next state, reward)
is stored in the prioritized replay memory with some
associated priority. After some episodes, a mini-batch
of stored experiences is sampled from the prioritized
replay memory according to the associated priorities.
This mini-batch is used to update the weight parameter
of each DQN using a variant of the stochastic gradient
descent algorithm in order to minimize the loss function.
The loss function is given by the mean-squared error of
the discounted reward and the value of the Q function
so far. To calculate the loss function, a duplicate copy
of the original DQN (the target DQN) is created in
order to update the original DQN once in a while. The
exploration rate 𝜖 is annealed based on the episode index.
Annealing the exploration rate over time is a technique
used in RL to solve the dilemma between exploration
and exploitation, i.e., as the time goes by, we decrease 𝜖

to increase the exploitation probability as the agent starts
to learn something useful.
We note that this dql algorithm has more knowledge

than the proposed crl as the former knows all informa-
tion in the current frame but the latter knows only the
information in the current slot. Besides, dql requires
training-intensive tasks in which the DQNs should be
always trained and the hyperparameters should be tunned
carefully to achieve the best performance.

V. Simulation Results
This section illustrates the performance of the pro-

posed crl framework by comparing it to dql and
to an optimal offline solution opt implemented based
on (P1) using off-the-shelf solvers. We consider a dense
geographical zone modeled by a square of side 20 meters
in which the gNB is located at the center and 𝑀 = 20 IoT
devices are randomly and uniformly distributed inside
the square. The simulations parameters are based on
3GPP specifications [23, p. 481] and are given as follows.
The carrier frequency is 900 MHz, 𝑊 = 40 kHz, path-
loss follows 120.9 + 37.6 log(dist𝑖 (𝑡)) + 𝛼G + 𝛼L, where
dist𝑖 (𝑡) ∈ [0, 0.02] is the distance in km, the antenna
gain 𝛼G = −4 dB, the penetration loss 𝛼L = 10 dB,
Rayleigh fading is considered, the noise figure is 5 dB,
P = {−100, 17, 21, 23}, 𝐺 = 2, 𝐿𝑖 (𝑡) ∼ unif{100, 500}
kbits, 𝑎𝑖 (𝑡) ∼ unif{1, 𝑁}, 𝑑𝑖 (𝑡) ∼ unif{𝑎𝑖 (𝑡) + 1, 𝑁 + 1},
and the noise power is −174 dBm/Hz
For comparison purposes, we also implemented the

tabular Q learning (tql) algorithm with learning rate of
𝛼 = 0.5. We train 𝑀 = 20 DQNs with 𝑁 = 5 slots
and 𝑇 = 5 frames. The DQNs are created and trained
in the Julia programming language using the machine
learning library Flux.jl [24]. Each DQN consists of an
input and an output layers and of three fully connected
hidden layers containing respectively 50, 35, and 20
neurones. The activation function rectified linear unit
(ReLU) is used in each layer. Each DQN is trained with
the RMSProp optimizer with a learning rate of 5 ∗ 10−3.
The training lasts 5000 episodes with an exploration

Fig. 2: The training loss. Fig. 3: The cumulative reward.
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Fig. 4: Impact of packet
sizes on crl.
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Fig. 5: Impact of group
sizes on crl.

rate starting from 0.2 and annealed to reach 0.01. The
target update frequency is 10 episodes and the mini-batch
training frequency is each episode. The mini-batch size
is chosen equal to 300. The crl’s parameters are 𝛾 = 0.5,
𝛽 = 0.01, and [ = 0.00075 and the number of rounds is
50.
Figs. 2 and 3 present the cumulative reward (averaged

over the last 200 episodes) of all agents versus the
episodes as well as the loss achieved by a single (ran-
domly chosen) agent versus the mini-batch steps (a mini-
batch training is done every 4 episodes). The cumulative
reward improves as the training episodes increase and
the loss decreases to reach a value close to zero.
Figs. 4 and 5 present the performance of crl for

different values of packets sizes and NOMA group sizes
and they compare it to dql, tql and opt, where the
latter is obtained through solving (P1) using off-the-shelf
solvers. We can see that our proposed CRL framework
gives superior results despite being online and executed
with only few rounds (50 rounds). However, the training-
intensive dql algorithm is trained for huge number of
episodes and gives inferior results. It might be possible
to improve the results of dql by tunning further the
hyperparameters but doing so will only increase the com-
plexity and the overhead. Since the optimal algorithm is
omniscient it has the highest performance, e.g., in Fig. 5,
crl is 27% less than opt.

VI. Conclusion
In this paper we studied NOMA grouping and power

allocation in IoT networks. To solve the problem in
a practical way, we divided it into NOMA group-
ing subproblems. Then, we proposed online compet-
itive algorithms (CAs) to solve the subproblems. To
obtain the transmission power allocation solution, we
proposed a competitive-assisted reinforcement learning
(CRL) framework that uses the CAs. We showed that the

proposed CRL framework, without requiring training-
intensive tasks, achieves superior performance and beats
off-the-shelf DRL methods such as DQL.
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