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Abstract—In wireless communication, accurate channel state
information (CSI) is of pivotal importance. In practice, due
to processing and feedback delays, estimated CSI can be out-
dated, which can severely deteriorate the performance of the
communication system. Besides, to feedback estimated CSI, a
strong compression of the CSI, evaluated at the user equipment
(UE), is performed to reduce the over-the-air (OTA) overhead.
Such compression strongly reduces the precision of the estimated
CSI, which ultimately impacts the performance of multiple-
input multiple-output (MIMO) precoding. Motivated by such
issues, we present a novel scalable idea of reporting CSI in
wireless networks, which is applicable to both time-division
duplex (TDD) and frequency-division duplex (FDD) systems. In
particular, the novel approach introduces the use of a channel
predictor function, e.g., Kalman filter (KF), at both ends of
the communication system to predict CSI. Simulation-based
results demonstrate that the novel approach reduces not only the
channel mean-squared-error (MSE) but also the OTA overhead
to feedback the estimated CSI when there is immense variation in
the mobile radio channel. Besides, in the immobile radio channel,
feedback can be eliminated, which brings the benefit of further
reducing the OTA overhead. Additionally, the proposed method
provides a significant signal-to-noise ratio (SNR) gain in both the
channel conditions, i.e., highly mobile and immobile.

Index Terms—Channel estimation, channel prediction, chan-
nel state information (CSI), Kalman filter (KF), multiple-input
multiple-output (MIMO), precoding, signal-to-noise ratio (SNR),
5G.

I. INTRODUCTION

In the modern era of wireless communication, the unabated
growth of cellular users and their immense data rate demands
require novel advancements in the existing cellular infras-
tructure. To meet the requirements of cellular users, many
transmission techniques such as bit-loading, coding, precoding
methods, adaptive modulation, channel-aware scheduling, etc.,
are bounded to have accurate channel state information (CSI)
at the transmitter side, to achieve a significant gain. Also,
accurate CSI notably improves the performance of many wire-
less techniques, for instance, multiple-input multiple-output
(MIMO) [1], ultra-reliable transmissions [2], relaying [3] and
physical layer security [4]. Moreover, accurate CSI reaps
benefits of simplifying the receiver through MIMO precoding
at the transmitter, reliability, and higher link capacity, etc. To
acquire these gains, CSI at the transmitter is indispensable.
Therefore, accurate CSI is, interestingly, the alpha and omega
of modern wireless communication infrastructure.

Keeping in lieu the above benefits of accurate CSI, it is,
however, challenging to obtain precise CSI in fifth-generation
(5G) environment, for instance, millimeter-Wave (mmWave),
critical machine type communication (cMTC)-vehicular com-
munication, factory automation, etc. While, in theory, time-
division duplex (TDD) systems could exploit reciprocity to
obtain CSI, this aspect is not fully exploited in current
5G networks, where the user equipments (UEs) feedback a
compressed estimation of the downlink channel to the base
station (BS). On the other hand, in frequency-division duplex
(FDD) systems, the requirement of feedback increases with
the increase in the number of transmit antennas; thereby, the
design of MIMO system with limited feedback becomes a
critical issue [5]. In addition, currently, in 5G, two different
strategies are considered for CSI report: type-I CSI and type-
II CSI feedback [6], [7]. Nonetheless, both methods involve a
strong compression to reduce the over-the-air (OTA) overhead,
which further reduces the precision of the CSI, consequently
impacting the performance of MIMO precoding.

Recently, machine learning (ML) techniques for wireless
communications have attracted attention of researchers [8],
[9]. In particular channel prediction, which is capable of
forecasting the future CSI, has attracted an eye of researchers
both from academia and industry. To this end, statistical
methods [10], [11], which model the fading channel as an auto-
regressive (AR) process and later employ Kalman filter (KF) to
predict the future channel realizations, have been proposed in
the literature. For example, [12]–[14] use the KF as a channel
predictor and estimator, for single-input single-output (SISO)
and MIMO radio channels. Nevertheless, the aim of all the
aforementioned work is to reduce the channel mean-squared-
error (MSE); therefore, the practical deployment aspects of the
KF have been ignored. Above all, feeding back the estimated
CSI and its practical implication, e.g., compression, etc., have
also been neglected, which are of predominant importance and
are the cornerstone of cellular infrastructure.

In this paper, keeping in view the aforementioned issues,
the proposed work concerns the utilization of a channel
predictor function, i.e., KF, to help the CSI reporting function
in 5G networks. Specifically, we propose a novel way to
exploit KF to either reduce the quantization error (hence,
improving MIMO precoding performance) while keeping the
OTA occupation constant or to reduce the overhead further. In
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Fig. 1. KF-enabled communication scenario.

particular, the novel approach adopts KF at both ends of the
communication system, i.e., BS and the UE. The predictor,
running at both sides, exploits the same inputs in order to
predict the next channel realization; consequently, providing
the same prediction at both ends. The output of the KF will
be used as a base, and an updated channel measure, CSI, will
be fed back with respect to the prediction. As a toy example,
if the prediction were perfect, and there was no difference
between the predicted and measured CSI, then no feedback
would be necessary.

The remainder of the paper is organized as follows. In Sec-
tion II, system model is introduced. Additionally, the dynamics
of the time-varying radio channel are discussed in the same
section. The novel method for reporting CSI, along with the
advantages, is explained in Section III. A detailed analysis
of the proposed method is presented in Section IV. Finally,
conclusions are drawn in Section V.

Notations : The transpose, conjugate, and Hermitian trans-
pose are denoted by (·)T , (·)∗, and (·)H , respectively. In addi-
tion, matrices are represented by boldface upper-case, vectors
with boldface lower-case, and scalars with normal lower-case.
Further, 0p×1 and Ip×p denote the null vector of dimension
p× 1 and identity matrix of dimension p× p, respectively.
Moreover, h, ĥ, and h̃ represent the actual, estimated and
predicted channel, respectively.

II. SYSTEM MODEL

A. Communication Environment

Consider the downlink of a single-user MIMO (SU-MIMO)
cellular system, as depicted in Fig. 1, in which two network
entities, that is, UE and a BS are set. Further, a channel
predictor function, i.e., KF, is deployed at both the network

entities. As shown in Fig. 1, the UE served by the BS, esti-
mates the channel by receiving dedicated reference symbols
(RS), transmitted by the BS. Later on, the compressed version
of the estimated channel is fed back to the BS by the UE. It is
important to note that, for the sake of simplicity, we assume
the communication between a single BS-UE link, however,
the same process would be followed by the remaining UEs,
present in the network. To this end, let us denote the BS
and the UE by q and ς , respectively. In addition, q and ς

are equipped with i = {1,2,3, ...,Nt} and j = {1,2,3, ...,Nr}
antennas, respectively. In the following, we discuss the signal
model and channel dynamics for the communication scenario
given in Fig. 1.

B. Signal Model

Assuming a multicarrier transmission, k and n represent the
subcarrier index and the time instant of a RS, respectively,
where k =∆ {1,2,3, ...,K}. Therefore, from ith transmit antenna
to jth receive antenna, the received signal, at the UE, from the
kth subcarrier, at the nth time instant is written as

γ
j

k (n) = hi, j
k (n) · si

k(n)+ v j
k(n) , (1)

where si
k(n) is the information symbol of the ith transmit

antenna, carried by the kth subcarrier at the nth time instant,
and hi, j

k (n) is the channel gain. Additionally, v j
k(n) is the

complex additive white Gaussian noise (AWGN) having mean
zero and variance σ2

v .

C. Channel Dynamics

The AR process [15], is a powerful way of modeling the
dynamic systems and has widely been used in the literature
(e.g., [10]–[14]) to predict the fading channel using KF-based
channel estimation. Moreover, AR has also been considered



to simulate correlated Rayleigh fading channels [16], [17].
Therefore, in our study, to model the dynamics of the time-
varying radio channel, we also consider AR process. The
complex AR process [15] of order p, AR(p), for the channel
gain, hi, j

k (n), is given as

hi, j
k (n) =

√
1− τ2

p

∑
l=1

ck(n) ·hi, j
k (n− l)+ τ ·wi, j

k (n) , (2)

where ck(n) and wi, j
k (n) are the parameter of the AR process

and the complex AWGN with zero-mean and variance σ2
p ,

respectively. In addition, τ is a parameter that measures the
one step correlation between the two consecutive channel real-
izations. In other words, τ measures how much the channel is
predictable. The corresponding power spectral density (PSD)
of the AR(p) is

Pc( f ) =
σ2

p∣∣∣∣1+ p
∑

l=1
cl · e− j2π f l

∣∣∣∣2
. (3)

The auto-correlation of the channel gain, hi, j
k (n), from the

Jakes’ fading model [18], is written as

Rk(l) = E
[
hi, j

k (n) ·h
∗i, j
k (n− l)

]
= J0(2π fml) ,

(4)

where fm = f max
d Ts represents the maximum Doppler shift,

which is normalized by the sampling rate fs =
1
Ts

. In addition,
J0(·) is the zeroth-order Bessel function of the first kind.
Besides, by using the auto-correlation function given in (4),
the AR model parameters can be obtained by solving Yule-
Walker equation [19], and these parameters are assumed to be
known. Further, let us define

xi, j
k (n) =

[
hi, j

k (n),hi, j
k (n−1), ...,hi, j

k (n− p+1)
]T

, (5)

by using the above definition, the state equation is formulated
as

xi, j
k (n) =Φkxi, j

k (n−1)+wi, j
k (n) , (6)

where Φk and wi, j
k (n) depict the state transition matrix and

the state noise vector, respectively, and are written as follows

Φk =


ck(1) ck(2) · · · ck(p−1) ck(p)

1 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0


wi, j

k (n) =
[
wi, j

k (n),0, ...,0
]T

. (7)

Finally, the measurement equation or the observation equation
of the state-space model is given below

yi, j
k (n) = Mk(n)x

i, j
k (n)+vi, j

k (n) , (8)

where Mk(n) is the measurement matrix, and vi, j
k (n) is the

noise vector for the measurement equation, which is written
as

vi, j
k (n) =

[
vi, j

k (n),0, ...,0
]T

. (9)

In the following section, we discuss the proposed method
to report CSI.

III. PROPOSED METHOD

The proposed method to report CSI utilizes a channel
predictor based on KF, at both ends of the communication.
Further, for each UE in the cell, the BS stores a certain amount
of previous CSI estimations. This data, available at both ends,
will be used by the predictors, to predict the next channel
realization. For the sake of simplicity, we will describe the
proposed method for a single BS-UE link, remarking that this
process should be repeated for all the UEs supporting the
channel predictor.

Below, we first summarize the KF for channel estimation
and prediction. Later on, we will describe the proposed
method, which utilizes the KF.

A. Kalman Filter for Channel Estimation and Prediction

KF [20] is a Bayesian solution for estimating the state
of a dynamic system, i.e., channel, in which, state evo-
lution and measurement process are both linear. Broadly
speaking, KF consists of two major steps, i.e., prediction
and update. The former uses the state model to predict
the state vector, x̂i, j

k (n|n − 1), and the correlation matrix,
Pi, j

k (n|n− 1). Whereas, the latter updates the prediction, i.e.,
estimates the state vector, x̂i, j

k (n|n), and the correlation matrix,
Pi, j

k (n|n), of the estimation error, based on the measurements
yi, j

k (1),yi, j
k (2), ...,yi, j

k (n). The KF is initialized as follows

x̂i, j
k (0|0) = 0p×1

Pi, j
k (0|0) = Ip×p .

(10)

Then, the KF calculates the following equations [20] recur-
sively for each n.
• Prediction step:

x̂i, j
k (n|n−1) =Φkx̂i, j

k (n−1|n−1) (11)

Pi, j
k (n|n−1) =ΦkPi, j

k (n−1|n−1)ΦH
k +Qw,k(n) (12)

• Update step:

Gi, j
k (n) =

Pi, j
k (n|n−1)MH

k (n)

Mk(n)P
i, j
k (n|n−1)MH

k (n)+Qv,k(n)
(13)

ei, j
k (n) = yi, j

k (n)−Mk(n)x̂
i, j
k (n|n−1) (14)

x̂i, j
k (n|n) = x̂i, j

k (n|n−1)+Gi, j
k (n)ei, j

k (n) (15)

Pi, j
k (n|n) = [Ip×p−Gi, j

k (n)Mk(n)]P
i, j
k (n|n−1) (16)

h̃i, j
k (n+1) =

[
Φkx̂i, j

k (n|n)
]

1 (17)

where
Qw,k(n) = E[wi, j

k (n)w
H i, j
k (n)]

Qv,k(n) = E[vi, j
k (n)v

H i, j
k (n)] ,



Fig. 2. Description of assessment phase.

Gi, j
k (n) is the Kalman gain and ei, j

k (n) is the innovation vector.
The estimated channel, i.e., ĥi, j

k (n), at time instant n, can be
obtained from x̂i, j

k (n|n) given in (15). Besides, (17) gives one-
step ahead prediction of the channel, where

[
·
]

1 denotes the
first element of the resultant vector.

We utilize above KF as an estimator and predictor in our
proposed method. The proposed method consists of an assess-
ment phase, initialization phase, and the prediction phase. In
the following subsections, we describe each in detail.

B. Assessment Phase

During the assessment phase, BS and the UE exchange
messages in order to: 1) assess the available capabilities at the
UE, 2) agree on the algorithm to be used (e.g., in our study,
we use KF), 3) establish the amount of past CSI estimation,
and 4) the length of the initialization phase. The assessment
phase is summarized in Fig. 2.

C. Initialization Phase

During the initialization phase (IP), the CSI acquisition
procedure follows conventional method, where the UE sends
only the compressed version of the estimated channel, ĥUE

k (n),
to the BS. Here, for brevity, we have dropped the antenna’s
index. Therefore, CSI received at the BS, ĥBS

k (n), is given as

ĥBS
k (n) = Fc{ĥUE

k (n)} , (18)

where Fc{·} is a function that includes quantization and
reduces the overhead necessary to feedback information to
the BS during conventional CSI acquisition. For example,
Fc{·} can be a standard element-wise quantization scheme
or the Type-I and Type-II CSI report described in the third
Generation Partnership Project (3GPP) [6], [7].

D. Prediction Phase

In the prediction phase, the UE and the BS utilize the KF
(discussed in Section III-A), to predict the channel. It is, how-
ever, important to notice that since both the network entities
are using the same predictor function and prediction is based
on the previously known CSI estimation, thereby, the predic-
tion at both ends would be same, i.e., h̃BS

k (n−1) = h̃UE
k (n−1);

where h̃BS
k and h̃UE

k represent the predicted channel at the
BS and the UE, respectively. Nevertheless, it is expected that
there will be a certain difference between the predicted and
the estimated channel at the UE. Therefore, in the proposed
method, the UE computes an update as

∆k(n) = ρ{h̃UE
k (n−1), ĥUE

k (n)} , (19)

where the function ρ{·} (named the update function) is a
measure of the distance between the two values. The most
simple implementation of such a function is a difference, i.e.,
∆k(n) = h̃UE

k (n−1)− ĥUE
k (n). Once the update is computed, it

is quantized through a dedicated function FQ{·} and fed back
to the BS as

Ωk(n) = FQ{∆k(n)} , (20)

where a simple implementation of the function FQ{·}, is
a quantization function. The update given in (20) will be
reported to the BS, where the BS will estimate the channel
as

ĥBS
k (n) = h̃BS

k (n−1)+ρ
−1(Ωk(n)) , (21)

where ρ−1 represents an appropriate inverse of the function ρ .
If the update function is a simple difference, the inverse will
be ρ−1 =−ρ , therefore, the above equation can be written as

ĥBS
k (n) = h̃BS

k (n−1)−FQ{h̃UE
k (n−1)− ĥUE

k (n)} , (22)

which gives the estimated channel at the BS. The benefit
of using above approach for channel estimation is twofold.
Firstly, in the above equation, if the predicted and estimated
channel at the UE are the same then there is no need to
feedback anything; thus, the estimated channel at the BS will
only be ĥBS

k (n) = h̃BS
k (n− 1). In such a scenario, feedback

will be eliminated, which ultimately reduces the overhead and
is of supreme importance in massive MIMO environment,
where the feedback requirement grows tremendously with
the increase in number of antennas [5]. On the other hand,
if UE needs to feedback anything then the quantizer will
introduce less noise due to feeding back the difference. In other
words, if (19) has smaller dynamics than the conventional
method (i.e., (18)), then the proposed method will need a
fewer bits to send the feedback. Thus, BS can estimate the
channel by simply calculating the difference between the
predicted channel, h̃BS

k (n−1), and the quantized feedback, i.e,
FQ{h̃UE

k (n− 1)− ĥUE
k (n)}. Finally, considering the proposed

method1, we make the following remarks.

1Here, it is important to mention that in case of reciprocity-based channel
estimation, the proposed method would work if the two estimates can be
guaranteed similar enough.



1) Remark 1: The advantage of the proposed method is
either to reduce the amount of bits necessary for the feed-
back, i.e., Ωk(n) needs less bits than Fc{ĥUE

k (n)} for similar
performance, or to increase the performances with the same
amount of bits.

2) Remark 2: If the prediction was perfect, i.e., h̃UE
k (n−

1) = ĥUE
k (n), then no feedback would be necessary, bringing

the amount of necessary bits to 0; thus, reaping benefit of
further reducing the overhead.

3) Remark 3: If infinite amount of bits are considered for
the feedback, it is possible to define FQ{κ} = FC{κ} = κ,
where κ is the quantity to be quantized. This would imply that
ĥBS

k (n) = ĥUE
k (n), i.e., the proposed method has no advantage.

In other words, the largest amount of gain is acquired with
low resolutions feedback. This is particularly relevant as 3GPP
CSI acquisition schemes consider low amount of bits to reduce
feedback overhead.

4) Remark 4: Different prediction algorithms can be tabled
and standardized. Possible standardization points include: al-
gorithm, memory, and message exchanges.

IV. RESULTS AND DISCUSSIONS

In this section, firstly, we describe the simulation envi-
ronment, including system parameters, and then we present
simulation results, through which the performance of our
proposed method is evaluated.

A. Simulation Environment

We consider two network entities, i.e., one BS and one
UE, where the former is equipped with four antennas and the
latter with two. Moreover, the results are obtained using two
different evaluation parameters, which are given below.

B. Evaluation Parameters

In order to assess the performance of proposed channel
reporting method, two evaluation parameters, i.e., MSE and
received signal-to-noise ratio (SNR) – at the UE, are calcu-
lated by using the actual channel, hk(n), given in (2), and
the estimated channel, ĥBS

k (n), at the BS. The mathematical
expressions for the calculation of MSE is given below

MSE =
1
N

N

∑
n=1
|| hk(n)− ĥBS

k (n) ||2FRO , (23)

where || · ||FRO indicates the Frobenius norm. The MSE
measures the distance between the actual channel, hk(n), and
the estimated channel, ĥBS

k (n). Therefore, a perfect estimator
would have a MSE equal to zero.

Furthermore, to assess the gains in terms of communication
parameters, we use the estimated channel, i.e. ĥBS

k (n), to
compute a simple matched filter (MF) precoder, and we
measure the received SNR at the UE by considering SU-
MIMO scenario.

In the following, we show how the proposed method can
either reduce the MSE at a parity of overhead bit or can
provide same level of error using fewer feedback bits. Besides,
the improved performance of received SNR in the proposed
method is evaluated.
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Fig. 3. A comparison between the number of quantization bits vs. MSE and
received SNR under τ = 0.5, 0.1.

C. Analysis of MSE

Fig. 3 depicts the performance of MSE under the conven-
tional and the proposed methods, when the quantization bits,
B, are increased from 1 to 10. Additionally, different curves are
portrayed by considering different values of τ , τ = 0 indicates
a channel perfectly predictable and τ = 1 shows a channel
for which each realization is independent of the previous. The
figure reveals that increasing the quantization bits results in
reducing the MSE, in both the methods, i.e., conventional
and proposed. Nonetheless, the proposed method outperforms
the conventional method. Additionally, it can be observed that
increasing τ results in reducing less percentage of MSE, which
is due to the reason of inaccurate prediction. Nevertheless,
there is still a significant reduction, and the performance of
the conventional method touches the proposed one when B is
4. In a nutshell, the proposed method not only reduces the
MSE but also saves the quantization bits.

Fig. 4 reveals the behaviour of MSE when the τ is increased
from 0 to 1 and with two different quantization bits. The
figure shows that the MSE increases in the proposed method
with the increase of τ , for both values of quantization bits.
This is due to the reason of bad prediction in the low SNR
regime, which results in adding more noise on both sides of the
predictors; thus, increasing the MSE. However, increasing the
quantization bits to 2, results in reducing the MSE as compared
to 1-bit quantizer. Conversely, the MSE of the conventional
method is reducing with a negligible margin. In summary, the
performance of the proposed method is significantly better
than the conventional method. Notably, the performance of
the conventional method gets better than the proposed one
after approximately τ is 0.92, which is due to the reason
of bad prediction in the proposed method. In other words,
the channel is almost independent and identically distributed
(iid); consequently, the noise will be added at both ends of the
communication system, which ultimately increases the MSE
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Fig. 4. Performance of MSE and received SNR with changing τ and under
B = 1,2.

in the proposed method when τ = 0.92.

D. Analysis of Received SNR at UE

Fig. 3 shows a comparison between the received SNR and
the quantization bits with τ equals 0.5 and 0.1. Its can be seen
that the proposed method gives better SNR values under both
the τ . Also, there is no improvement in the received SNR, in
both the methods, after 5 quantization bits. This is in line with
Fig. 3, for which with five quantization bits the MSE was very
close to zero for both methods. In short, for one quantization
bit, the proposed method gives an SNR gain of 17% and 13%
when τ is 0.5 and 0.1, respectively. This illustrates that SNR
gain is good for lower τ , which is understandable. It can
also be observed that the proposed method saves a significant
amount of quantization bits for both values of τ .

Finally, the performance of received SNR at the UE can be
observed in Fig. 4 when τ is changed from 0.1 to 1. Besides,
a comparison is also drawn for different quantization bits. It
can be depicted that the strength of received SNR decreases
linearly when τ increases, in both methods. Nonetheless, the
proposed method outperforms the conventional one.

Summarily, the proposed method results in not only saving
the quantization bits but also reducing the MSE and increasing
the SNR gain. This shows that the proposed method can play a
pivotal role in reducing the OTA overhead and providing better
quality-of-service (QoS). Thus, it can be a viable solution for
reporting CSI in potential 5G and beyond applications.

V. CONCLUSION

Motivated by the proliferation of cellular users and the
evolution of MIMO communication, this paper addressed a
novel algorithm to report CSI in 5G and beyond wireless
networks. The proposed work consists of three major steps,
that is, assessment phase, initialization phase, and the predic-
tion phase. Particularly, the work has introduced the idea of
using a channel predictor function based on KF, at both ends

of the communication system. The output of the predictor is
used as a base, and an updated channel measure is reported
with respect to the prediction. Simulation results showed a
significant improvement in the proposed method, in terms
of reducing overhead, MSE, and maximizing the received
SNR. Therefore, the proposed work is beneficial to meet the
requirements of existing and futuristic cellular networks.
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