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Abstract—In this paper, a Deep Q-Network (DQN) based
multi-agent multi-user power allocation algorithm is proposed for
hybrid networks composed of radio frequency (RF) and visible
light communication (VLC) access points (APs). The users are
capable of multihoming, which can bridge RF and VLC links for
accommodating their bandwidth requirements. By leveraging a
non-cooperative multi-agent DQN algorithm, where each AP is
an agent, an online power allocation strategy is developed to
optimize the transmit power for providing users’ required data
rate. Our simulation results demonstrate that DQN’s median
convergence time training is 90% shorter than the Q-Learning
(QL) based algorithm. The DQN-based algorithm converges to
the desired user rate in half duration on average while converging
with the rate of 96.1% compared to the QL-based algorithm’s
convergence rate of 72.3%. Additionally, thanks to its continuous
state-space definition, the DQN-based power allocation algorithm
provides average user data rates closer to the target rates than
the QL-based algorithm when it converges.

Index Terms—Convergence, DQN, DRL, hybrid networks,
optimization, power allocation, RF, VLC.

I. INTRODUCTION

As the number of interconnected devices in our lives
increases exponentially, spectrum scarcity becomes a bigger
problem. In recent years Visible Light Communication (VLC)
has attracted attention due to its vast potential to provide high
data rates and ubiquitous coverage indoors by utilizing visible
spectrum. VLC is based on the utilization of light-emitting
diodes (LEDs), which are very energy-efficient and capable
of exploiting unused visible spectrum [1]–[3]. VLC has many
advantages, such as cheap transmitters and receivers, low
power consumption [4], and better physical layer security
features [5], [6].

However, VLC requires line-of-sight communication with
a proper angle between the transmitter and the receiver.
Hence, its coverage area can be limited, even indoors. As a
consequence, VLC is usually used in hybrid systems along
with the proprietary RF communication networks [7]. Hybrid
RF/VLC systems are gaining popularity thanks to its many
features, such as energy-efficiency, ubiquitous connectivity by
utilizing existing infrastructure, and high throughput capacity.

The users of hybrid RF/VLC systems usually have the
multihoming ability, which allows them to connect multiple
APs simultaneously. Power allocation in these networks is
crucial in providing the necessary quality-of-service (QoS)
for the applications while reducing the overconsumption
of the power and possible interference with other network
entities [8]. The proper allocation of the transmit power is of
great importance concerning varying channel conditions and
user requirements.

VLC AP-1

VLC AP-2

VLC AP-3

VLC AP-4RF AP

UE-1 UE-2

Fig. 1: Hybrid RF/VLC Communication System.

Conventional power allocation mechanisms usually utilize
optimization methods such as mathematical programming.
However, hybrid RF/VLC systems usually have complex
models that result in intractable optimization problems
for power allocation [9]. Usually, the system model for
power allocation requires approximations and relaxations
on closed-form equations around the solution to provide
satisfactory results. Hence, the general method would be an
approximation of the model for possible solutions [10], or
the hybrid RF/VLC network power allocation modeled with
mixed-integer nonlinear programming as in [7]. Then, the
model is simplified to a discrete linear programming problem
by approximation around the solution. It is shown that the
model becomes intractable as the number of parameters and
network elements increases even with the simplified forms.

As the number of APs and user devices increases in these
hybrid RF/VLC networks, these solutions become impractical
with increased complexity. Therefore other techniques that do
not rely on the complex system models are required. Machine
learning (ML) based solutions for power allocation have been
gaining prominence due to their vast performance in solving
the optimization problems without explicit system models
and state transition dynamics [11]. Especially reinforcement
learning (RL) based solutions are prevailing since they allow
mapping of states and the best actions based on observations
to maximize the defined cumulative reward.

In our work, we propose a multi-agent DQN-based
multi-user power allocation scheme for hybrid RF/VLC
networks, as shown in Fig. 1. The power allocation problem
is defined as an optimization problem in Section III to provide
the necessary data rate to users while minimizing power
consumption. The proposed methodology allows having a
continuous state-space where the gap between the target rates
and the actual rates of users can be observed precisely. Hence
the actions for allocation of power will be more efficient and
precise as well. Our simulation results show that the proposed
method converges 10 faster than the Q-Learning (QL) based
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algorithm. Additionally, the proposed method achieves a closer
average user rate to the target rate thanks to its continuous
state-space.

Our main contributions in this work are listed below:
• We propose and implement a non-cooperative multi-agent

DQN-based algorithm to solve the multi-user power
allocation problem of hybrid RF/VLC systems with the
continuous state-space definition.

• We define a precise reward function for the stability
of non-cooperative RL-based algorithms for multi-user
power allocation.

• We benchmark convergence time for multi-agent
QL-based and DQN-based power allocation algorithms.

• We show that DQN outperforms a QL-based algorithm
with shorter convergence times.

This paper is structured as follows. In Section II, a
brief overview of existing literature on power allocation
for hybrid RF/VLC networks is presented. We provide
the system model for the hybrid RF/VLC communication
system in Section III. Subsequently, we explain the QL-based
and DQN-based multi-user power allocation algorithms in
Section IV. Numerical results for the provided techniques are
given in Section V. Finally, in Section VI, we present our
future work and concluding remarks.

II. LITERATURE REVIEW

Hybrid RF/VLC systems are a hot prospect for
energy-efficient and ubiquitous wireless communications.
This section presents a brief literature review on the power
allocation for hybrid RF/VLC networks.

All of the conventional optimization techniques for the VLC
network performance is presented as a survey in [12]. The
VLC systems and channel models are provided in-depth for
optimization algorithms. Resource and power control with AP
assignment is reviewed in detail. The optimization techniques
proposed are conventional techniques that are model-based and
require full observation of the channel.

As an example of the conventional methods for resource
allocation for hybrid RF/VLC systems, the authors investigated
the cell formation and frequency reuse patterns in the context
of load balancing in [7]. The performance of this hybrid
VLC system is proven to be providing high area spectral
efficiency, and using a hybrid configuration allows to provide
the highest grade of fairness in most of the scenarios. In
[7], the hybrid system resource allocation modeled with
mixed-integer nonlinear programming (MINLP); however, it
is simplified to discrete linear programming by approximation.
It is shown that the model becomes intractable as the number
of elements increases.

A QL-based power allocation technique is proposed for
hybrid RF/VLC networks in a distributed fashion in [13].
In this study, a multi-agent QL-based technique is proposed
where each AP is an independent agent that interacts with the
environment in a two-timescale power allocation scheme. The
proposed methodology satisfies the QoS requirements for the
users on average. However, classical solutions such as QL have

problems with scalability and limited mapping of observations
due to the state space’s discrete definition.

The energy-efficient resource of software-defined
hybrid RF/VLC systems is studied in [14]. The authors
developed an optimization framework that considers backhaul
constraints, QoS requirements, energy-efficiency, and inter-cell
interference limits for a heterogeneous VLC and RF small
cell network. The formulated optimization problem is solved
by the alternative direction method of multipliers (ADMM)
method. The simulation results show that the proposed
scheme can converge within a few iterations while increasing
the throughput significantly and avoiding interference by
limiting power consumption.

All of the references mentioned above utilize either
conventional optimization techniques or RL techniques with
discrete state-space. In our work, we propose a multi-agent
DQN-based multi-user power allocation algorithm for hybrid
RF/VLC systems to allocate power more precisely, considering
users’ data rate requirements and their actual rates.

III. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a multi-user downlink resource allocation
problem for multihoming hybrid RF/VLC networks in this
work. Our system model consists of a single RF AP and
K VLC APs. There are N mobile users with RF and VLC
receivers with multihoming capability. At timestep t, the
channel gain for the link between user u and VLC AP l can
be represented as [9]:

G
(u,l)
VLC(t) =

(m+ 1)Apdλ cosm(θ
(u,l)
tx (t))

2π
((
x(u,l)(t)

)2
+ y2

) (1)

×Hf (θ(u,l)rx (t))Hc(θ
(u,l)
rx (t)) cos(θ(u,l)rx (t)),

where x and y are the horizontal and the vertical distances
between the user and the VLC AP. Apd is the photodiode
(PD) effective detection area, λ is PD responsivity, and θtx
and θrx represents angle of irradiance and angle of incidence,
respectively [9]. The PDs of all users are assumed to be facing
vertically upwards for simplicity (i.e. θ(u,l)tx = θ

(u,l)
rx ). The

gain of the user’s optical filter and the gain of the optical
concentrator is represented by Hf (θ

(u,l)
rx (t)) and Hc(θ

(u,l)
rx (t)),

respectively. Additionally, m = −1/ log2(cos(Ψ1/2)), where
Ψ1/2 is the semi-angle at half-power of the LED. The gain
of the user’s optical filter is assumed to be 1 throughout this
manuscript [13], while the optical concentrator’s gain is given
in below equation:

Hc(θ
(u,l)
rx (t)) =

n2c
sin2(Ψfov)

1
(

0 ≤ θ(u,l)rx (t) ≤ Ψfov

)
, (2)

where Ψfov stands for the half of the PD’s field-of-view
(fov), 1(·) is the indicator function, and nc is the optical
concentrator’s reflective index [9].

The coverage regions of the VLC APs are exclusive since
each VLC AP allocates orthogonal frequencies for bandwidth.
Each AP’s total bandwidth is divided equally for the total
number of users within its coverage area. The transmit power



for each VLC AP is determined by a centralized entity at the
beginning of each timestep t. The achieavable rate of the link
between the user u and the VLC AP l in timestep t represented
with:

R
(u,l)
VLC(t) =

WVLC

2
log2

1+

(
κmdP

(u,l)
VLC (tn)G

(u,l)
VLC(t)

)2
WVLCσ2

VLC

 , (3)

where WV LC is the VLC link bandwidth, κ is the optical
to electric conversion efficiency, md is the modulation depth.
σ2
V LC represents the noise power spectral density (PSD) of

VLC links. P (u,l)
V LC(t) is the optical (transmit) power of VLC

AP l for user u in timestep t [9].
The gain of the RF link in timestep t is defined as below:

G
(u)
RF(t) = 10−L(d

(u)
RF (t))/10|h(u)RF(t)|2, (4)

where huRF (t) stands for the small-scale fading, modeled with
an exponential random variable with mean 2.46 dB. L(d) is
the path loss component defined as in below equation:

L(d) = 47.9 + 10ν log10(d/d0) +X (dB), (5)

where d indicates the distance between the transmitter and the
receiver, d0 = 1 m, ν = 1.6, X is a Gaussian random variable
with its mean equal to zero with standard variance of 1.8 dB
representing the shadowing component [13].

The achievable rate at the user u from the RF link in
timestep t is given as:

R
(u)
RF(t) = WRF log2

(
1 +

P
(u)
RF (t)G

(u)
RF(t)

WRFσ2
RF

)
, (6)

where WRF is the bandwidth of each RF link, Pu
RF (t) is the

allocated transmit power for the link between user u and RF
AP in timestep t. The power spectral density of additive white
Gaussian noise (AWGN) for RF links is represented with σ2

RF .
Since users are assumed to have multihoming capability, the
RF and VLC links’ simultaneous use are possible. Hence the
total achieveable rate for the user u at timestep t becomes the
total actual rate of both links:

R(u)(t) = R
(u)
RF (t) +R

(u,l)
V LC(t), (7)

where l is the associated VLC AP for user u at timestep t. Our
goal in this paper is to develop a DRL-based solution to control
the transmit powers to achieve maximum utility function value
based on each user’s actual rate.

The optimization problem for adjusting the transmit powers
accordingly defined as follows

max
{P (u)

RF (t)},{P (u,l)
VLC (t)}

∞∑
t=1

U(t) (8)

s.t.

U∑
u=1

P
(u)
RF (t) ≤ Pmax

RF

U∑
u=1

P
(u,l)
VLC (t) ≤ Pmax

VLC ∀l,

P
(u,l)
V LC ≥ 0, P

(u)
RF ≥ 0 ∀u, l

where U(t) is the utility function for the timestep t. In our
proposed scheme, the utility function defined as below:

U(t) =

N∑
u=1

B(u) − |R(u)(t)− T (u)|, (9)

where B(u) is the target rate band which defines the vicinity
of T (u), which is the target rate requirement for QoS to be
provided to the user u. In our simulations, we defined the
target band as follows

B(u) = max{0.05× T (u), 0.5}. (10)

This band’s definition provides the system’s stability since
there might not be a possible solution for a particular target
rate due to discrete power levels. For the sake of simplicity, we
assumed the target rates of users are static within an episode.

IV. RL-BASED MULTI-USER MULTI-AGENT POWER
ALLOCATION

In this section, we present two different, QL-based and
DQN-based power allocation methods in which the transmit
powers of the RF AP and the VLC APs are adjusted in every
timestep to optimize the downlink data rates of users. In both
algorithms, separate agents are not in communication with
each other; hence they work non-cooperatively.

The state space for the system is defined by the target rate
and the actual rate of the users as follows

st = [s
(1)
t , · · · , s(u)t , · · · , s(N)

t ], (11)

where separate state-space entries for each user is defined
separately since QL is bounded by a state-action table,
however we have continuous state space for DQN.

A. QL-based Power Allocation

In this subsection, a QL-based power allocation method
in which the power allocations of VLC APs and RF AP
are individual agents utilizing QL to learn optimal power
allocation to provide necessary target rates T (u) to users by
taking the current status of users as explained in Algorithm 1.

1) State-space: The state space for the QL-based power
allocation is based on each user’s actual rate and target rate
as follows

s
(u)
t =


1, if R(u)(t) < T (u)

2, if R(u)(t) > T (u) +B(u)

3, if T (u) +B(u) ≥ R(u)(t) ≥ T (u)

, (12)

where 1 means the actual rate of the user is below target rate,
2 means the actual rate is above the target rate much more
than the target band, while 3 means the user’s actual rate is
within targeted band. The state-space is the same for all the
agents, independent of users’ location and agents’ actions.



Algorithm 1 QL-based Power Allocation
1: Initialization: Set t = 0. Initialize Q-values for all state-action

pairs as Q(l)
V LC(s, a) = 0 for VLC APs, and QRF (s, a) = 0 for

RF AP.
2: for t = 1 to ∞ do
3: Observe state st.
4: for l = 1 to K do
5: Generate a random number x from [0, 1].
6: if x ≤ ε(t) then Select a random action a

(l)
t from action

space of VLC AP (AV LC).
7: else Select a(l)

t that gives the largest Q-value according
to arg max

a(l)∈AV LC

Q
(l)
V LC(st, a

(l))

8: end if
9: end for

10: Generate a random number x from [0, 1].
11: if x ≤ ε(t) then Select a random action aRF from action

space of RF AP (ARF ).
12: else Select aRF

t that gives the largest Q-value according to
arg max

aRF∈ARF

QRF (st, aRF )

13: end if
14: Execute all actions a(l)

t at VLC APs l = 1 to K, and aRF
t

at RF AP.
15: Receive the rewards rt using (19)
16: Observe the new state at+1 using (12)
17: Update Q(l)

V LC for VLC APs and QRF for RF as follows

Q
(l)
V LC(st, a

(l)) ← (1 − α) Q
(l)
V LC(st, a

(l)) + α

(
rt +

γ max
a(l)∈AV LC

Q
(l)
V LC(st+1, a(l))

)
QRF (st, aRF ) ← (1 − α) QRF (st, aRF ) + α

(
rt +

γ max
aRF∈ARF

QRF (st+1, aRF )

)
18: end for

2) Action-space: The action-space of each agent in the
system is defined as the power level of the APs either VLC
or RF. Hence the sets of transmit powers at VLC AP or RF
AP can be defined as

PV LC = {PV LC,1, PV LC,2, . . . , PV LC,VP
}, (13)

and

PRF = {PRF,1, . . . , PRF,k, . . . , PRF,RP
}, (14)

where VP and RP refers to the number of power levels at VLC
APs and RF AP, respectively. The action space of a VLC AP
can be expressed as

AV LC = {a1, . . . , ai, . . . , aVA
} (15)

where ai = [a
(1)
i , · · · , a(u)i , · · · , a(U)

i ] is a vector with size U
(i.e. number of users), where a(u)i ∈ PV LC refers to transmit
power levels allocated to users, which is bounded by the below
equation due to power constraint

U∑
u=1

a
(u)
i ≤ Pmax

V LC . (16)

As a consequence, there are possible VA possible transmit
power combinations according to above equation. Similarly,
RF AP agent has the below action space with the size of RA

possible combinations

ARF = {a1, . . . , ai, . . . , aRA
} (17)

where ai = [a
(1)
i , · · · , a(u)i , · · · , a(U)

i ] is a vector with size U
(i.e. number of users), where a(u)i ∈ PRF refers to transmit
power levels allocated to users, which is bounded by the below
equation due to power constraint

U∑
u=1

a
(u)
i ≤ Pmax

RF . (18)

3) Reward function: The optimization problem defined in
(8) and (9) aims to minimize the difference between the actual
rate and the target rate of users. In our work, we define the
reward function using (9), hence the reward is as follows

rt =

N∑
u=1

B(u) − |R(u)(t)− T (u)|. (19)

4) Exploration vs. Exploitation: The exploration vs.
exploitation trade-off is one of the critical success factors in
RL-based systems. Our algorithm has used a time-dependent
ε-greedy technique to balance exploration and exploitation.
The epsilon function (ε(t)) for the algorithm is defined as
follows

ε(t) =

{
0.99(t−1), if 0.99(t−1) > 0.1

0.1, if 0.99(t−1) ≤ 0.1
. (20)

B. DQN-based Power Allocation

In this subsection, we propose a DQN-based power
allocation method that utilizes continuous state-space of DQN
to alleviate the information on the actual rate and users’ target
rate for shortening convergence time and using power more
efficiently. In this method, RF AP and each VLC AP acts as
a separate agent without coordination. Hence, they can only
observe the users’ actual and target rates and whether they
are within their coverage area. The algorithm for multi-agent
DQN-based power allocation is provided in Algorithm 2.

1) State-space: The state space of the DQN agents are
defined using (12) as follows

s
(u)
t = [R(u)(t), T (u)]T , (21)

where R(u)(t) is the actual and T (u) rate of the user u. This
state-space definition allows our agents to act on the actual
difference and learn to be more clinical to get closer to the
target rate.

2) Action-space: The action space definition is same as QL
action space as given in (13)-(18).

3) Reward function: The reward function definition is the
same as QL agents, as given in (19).

4) Exploration vs. Exploitation: The epsilon function (ε(t))
for the algorithm is defined in (20).



Algorithm 2 DQN-based Power Allocation
1: Initialization: Initialize replay memory of VLC AP agents
D(l)

V LC and RF AP agent DRF with capacity M .
2: Initialize action-value functions Q(l)

V LC and QRF with random
weights θ(l)V LC and θRF .

3: for t = 1 to ∞ do
4: Initialize the state st with initial observation
5: for l = 1 to K do
6: Generate a random number x from [0, 1]

7: if x ≤ ε(t) then Select a random action a(l)
t from action

space of VLC AP AV LC .
8: else Select a(l)

t that gives the largest Q-value according
to arg max

a(l)∈AV LC

Q
(l)
V LC(st, a

(l); θ
(l)
V LC)

9: end if
10: end for
11: Generate a random number x from [0, 1].
12: if x ≤ ε(t) then Select a random action aRF

t from action
space of RF AP ARF .

13: else Select aRF
t that gives the largest Q-value according to

arg max
aRF∈ARF

QRF (st, aRF ; θRF )

14: end if
15: Execute all actions a(l)

t at VLC APs l = 1 to K, and aRF
t

at RF AP.
16: Receive the reward rt according to (19) and observe the new

state st+1 according to (21)
17: Store transition (st, a(l)

t , rt, st+1) for VLC APs in D(l)
V LC and

(st, aRF
t , rt, st+1) for RF AP in DRF

18: for l = 1 to K do
19: Sample random minibatch transitions from D

(l)
V LC

20: Set yj = rj + γmax
a(l)

Q
(l)
V LC(sj+1, a(l); θ

(l)
V LC)

21: Set ŷj = Q
(l)
V LC(sj , a

(l)
j ; θ

(l)
V LC)

22: Update the weights with gradient descent:
θ
(l)
V LC ← θ

(l)
V LC + α∇ 1

2
(yj − ŷj)2

23: end for
24: Sample random minibatch transitions from DRF

25: Set yj = rj + γmax
aRF

QRF (sj+1, aRF ; θRF )

26: Set ŷj = QRF (sj , aRF
j ; θRF )

27: Update the weights with gradient descent:
θRF ← θRF + α∇ 1

2
(yj − ŷj)2

28: end for

V. NUMERICAL RESULTS

We consider a 12 m × 12 m room, with the ceiling height
of 3m. The room’s center is the origin point (0, 0), and RF
AP is located at the origin. Four VLC APs are located at
(−3,−3), (−3, 3), (3,−3) and (3, 3). We have simulated the
given system in 1000 Monte Carlo experiments where two
users are randomly placed with x and y coordinates uniformly
distributed within the room dimensions. We have executed
our simulations until the convergence is achieved, defined as
having average user rates within target bands for all UEs for
at least 100 iterations. The rest of the system parameters for
the simulations are provided in Table I. TensorFlow and Keras
libraries are used to implement the neural networks for DQN
agents. Each agent’s DQN has 3 hidden layers with 32 nodes
in each of them. The loss function used is mean square error,
and the optimizer is Adam optimizer.

TABLE I: Simulation parameters for the hybrid network.

Parameter Value
Maximum transmit power for RF links (Pmax

RF ) 0.01 W
PSD of AWGN at the RF Links (σ2

RF ) −57 dBm/MHz
Bandwidth for RF Links (WRF ) 5 MHz
Maximum transmit power for VLC links (Pmax

V LC ) 2 W
PSD of noise in the VLC links (σ2

V LC ) −100 dBm/MHz
Total bandwidth for each VLC AP (WV LC ) 20 MHz
The height of the ceiling (y) 3 meters
Half of the PD’s field-of-view (Ψfov) 45◦

The semi-angle at half power of the LED (Ψ1/2) 60◦

The effective detection area of the PD (Apd) 10−4

Responsivity of the PD (λ) 0.4
The gain of the optical filter (Hf ) 1
The reflective index of the optical concentrator (nc) 1.5
Optical to electric conversion efficiency (κ) 1
Number of VLC APs (K) 4
Number of RF AP (KRF ) 1
Number of UEs (N ) 2
Learning Rate (α) 0.5
Discount Factor (γ) 0.5

Fig. 2: User Rate (Mpbs) vs Iterations (t) where user target
rates are 20 Mbps and 12 Mbps.

As a sample implementation, in Fig. 2, we evaluate the two
algorithms considering the actual user rates as a benchmark
for the target rates of 20 Mbps and 12 Mbps for User-1 and
User-2, respectively. Both algorithms initially begin with lower
transmit powers and take different actions within time. In
Fig. 2, we can observe that the DQN-based power allocation
algorithm achieves convergence within 306 iterations by
achieving the target rate for both users, whereas the QL-based
power allocation algorithm requires nearly 2000 iterations to
reach a feasible solution with the desired average rate for both
users. The QL-based power allocation algorithm reaches the
target rate for User-1, around 600 iterations, and User-2 1300
iterations separately. However, it is not the desired state due
to the other user’s rate in each situation, which is much lower
than its target rate. Since the power is shared between users, it
requires around 1900 iterations for the QL-based algorithm to
reach a feasible solution and convergence. Another observation
on Fig. 2, can be made regarding the difference between the
actual and the users’ target rates. Thanks to its continuous
state space definition, the DQN-based algorithm converges to
the target band in a shorter number of iterations and a closer



Fig. 3: Reward comparison of QL and DQN Algorithms.

Fig. 4: Convergence CDFs of QL and DQN.

value to the target rate than the QL-based algorithm.

In Fig. 3, reward for each iteration for QL and DQN
agents are provided considering the sample case of Fig.2.
Note that the reward for each agent in the system is the
same due to the reward function definition in (19). This
result shows that convergence speed, performance, and the
DQN-based algorithm are much better than the QL-based
algorithm. DQN-based algorithm reaches convergence in 300
iterations, where the QL-based algorithm requires more than
1900 iterations, and the DQN-based algorithm converges to a
better result, with larger reward.

The convergence time CDFs of the two algorithms are
provided in Fig. 4 over 1000 Monte-Carlo experiments where
users are distributed over the simulation area uniformly
in each experiment. QL-based power allocation algorithm
has a median convergence time of 1989 iterations, while
the DQN-based power allocation algorithm has a median
convergence time of 203 iterations. This result shows us using
a continuous state space allows the DQN-based algorithm
to converge 10 times faster than the QL-based algorithm.
Additionally, we observe that the DQN-based power allocation
scheme converges to the desired state (stability within target
band) above 96.1% of the time, while the QL-based algorithm
could reach convergence 72.3% of the time.

VI. CONCLUSION

This paper investigates the power allocation for hybrid
RF/VLC networks with multiple users. A multi-agent
DQN-based algorithm is proposed to take precise actions
considering the difference in users’ actual rates and
target rates. It is shown that the DQN-based algorithm’s
median convergence time is 90% shorter compared to the
QL-based algorithm. Additionally, the DQN-based algorithm’s
performance on closing the gap between users’ actual rates
and target rates is better than the QL-based algorithm. In our
future work, our goal is to develop a Deep Deterministic Policy
Gradient (DDPG) based power allocation algorithm to have
a continuous action space to handle power allocation more
precisely for converging to the exact target rates instead of
target bands.
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