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Abstract—Neural networks have demonstrated remarkable
success in learning and solving complex tasks in a variety
of fields. Nevertheless, the rise of those networks in modern
computing has been accompanied by concerns regarding their
vulnerability to adversarial attacks. In this work, we propose a
novel gradient-free, gray box, incremental attack that targets the
training process of neural networks. The proposed attack, which
implicitly poisons the intermediate data structures that retain
the training instances between training epochs acquires its high-
risk property from attacking data structures that are typically
unobserved by professionals. Hence, the attack goes unnoticed
despite the damage it can cause. Moreover, the attack can be
executed without the attackers’ knowledge of the neural network
structure or training data making it more dangerous. The attack
was tested under a sensitive application of secure cognitive cities,
namely, biometric authentication. The conducted experiments
showed that the proposed attack is effective and stealthy. Finally,
the attack effectiveness property was concluded from the fact
that it was able to flip the sign of the loss gradient in the
conducted experiments to become positive, which indicated noisy
and unstable training. Moreover, the attack was able to decrease
the inference probability in the poisoned networks compared to
their unpoisoned counterparts by 15.37%, 14.68%, and 24.88%
for the Densenet, VGG, and Xception, respectively. Finally, the
attack retained its stealthiness despite its high effectiveness. This
was demonstrated by the fact that the attack did not cause a
notable increase in the training time, in addition, the Fscore
values only dropped by an average of 1.2%, 1.9%, and 1.5% for
the poisoned Densenet, VGG, and Xception, respectively.

Index Terms—Adversarial Attacks, Data Poisoning, Neural
Networks, Iris Recognition.

I. INTRODUCTION

Cognitive cities [1] are proactive, hyper-connected, and
citizen-driven cities that are designed to minimize resource
consumption, in order to achieve sustainability. In addition, the
vast advancement in Artificial Intelligence (AI) and Internet
of Things (IoT) technologies have enhanced the evolution
of research that integrates both technologies to deliver and
automate services for cognitive cities’ residents. In fact, the
great development that emerged from the integration of those
technologies has brought unforeseen exposures to cybersecu-
rity, in addition to novel attacks that need to be addressed in
order to deliver secure automation to cognitive cities.

Securing access to different services and facilities, such
as connected buildings and data centers, and managing the
flow of foot traffic are crucial requirements when adopting

the cognitive city paradigm. Those requirements can be im-
plemented using biometric authentication such as fingerprint
recognition and iris recognition. Despite the benefits of bio-
metric authentication, privacy concerns and security attacks
pose serious challenges to this technology after deployment.
Attacks that target biometric recognition systems typically
include presenting human characteristics or artifacts directly
to a biometric system to interfere or bias with its standard
operation. Such attacks can result in granting access to unau-
thorized individuals into secured premises, allowing tailgating,
or triggering denial of service by rejecting the biometrics
of authorized individuals. For instance, in 2017, the Chaos
Computer Club executed a successful attack on the Samsung
Galaxy S8 iris scanner using a simple photograph and a contact
lens [2].

On a different note, neural networks have gained wide pop-
ularity in the past decade due to their supremacy in terms of
accuracy and minimal need for human intervention. Moreover,
those networks are data hungry and are very sensitive to
patterns they are exposed to during the training phase. On the
other hand, neural networks are vulnerable and can be biased
even with the introduction of simple adversarial attacks. For
example, altering a single pixel in the data fed to an image
classifier can disrupt the learning experience and result in a
biased model [3].

Adversarial attacks are considered white box when the
attacker has full access to the neural network and data, while
gray box attacks assume having access to either and black
box attacks assume access to neither. Those attacks can be
categorized into digital attacks and physical attacks. Digital
attacks engineer pixel values of input images, whereas physical
attacks insert pixel patches that represent real world objects
into the input image instance. Attacker goals can vary from
faulting the predictions of a certain class, in what is called
“targeted attacks”. Moreover, an attack can be “non-targeted”
and aim to fault the model in general.

Furthermore, attacks that target faulting the inference phase
have been extensively studied in the literature. On the contrary,
only a handful of papers focused on faulting the training phase
and the intermediate values related to its computations. In
2022, Breier et al. introduced the first attack that directly
targets the training phase by perturbing the ReLu values while
training [4]. In fact, the lack of research attention on attacks
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that target the training phase puts many applications that rely
on neural networks in jeopardy. In this work, we propose and
test a novel attack that focuses on faulting the training process
of neural networks in the domain of biometric authentication
through iris recognition. The contributions of this work can be
summarized as follows:

1) We introduce a novel gradient-free, data poisoning attack
that incrementally and directly targets the training set
during the training process of a neural network with
minimal knowledge by the attacker. To the best of
our knowledge, this is the first attack that executes
between training epochs and targets the intermediate
data structures of the training phase.

2) We conduct extensive experimental verification on the
proposed attack to test its effectiveness and stealthiness.
We define four evaluation criteria to quantify the effect
of the attack, namely, the average of the loss change,
the average inference probability, the training time dif-
ference, and the performance degradation measure.

3) We experiment the proposed attack on an important
aspect of a cognitive city, namely, iris recognition. To
the best of our knowledge, this is the first attempt to
test the effect of an adversarial attack that occurs during
training on the domain of iris recognition.

The rest of this paper is organized as follows: the most recent
literature on the domain of physical attacks and iris recognition
is presented in Section II. The proposed methods are outlined
in Section III. The results are described and discussed in
Section IV. Finally, Section V concludes and summarizes the
main highlights and observations of this work.

II. RELATED WORK

A. Attacks on Neural Networks

Patch attacks are physical attacks that replace a subset
of pixels in an image with pixels from adversarial patches
to bias a model [5]. While many studies have proposed
attacks that target faulting the inference phase [6], [7], only
a handful of papers focused on faulting the training phase
and the intermediate values related to its computations [4].
For example, Zhao et al. [6] applied the alternating direction
method of multipliers at the inference time to solve the
optimization problem of the targeted fault sneaking attack.
The results showed that the attack was successful and stealthy,
moreover, the success rate was approximately 100% when
the number of targeted images was less than 10. Whereas,
the success rate decreased as the number of fooled images
increased. Furthermore, the work in [7] studied the effects of
bitwise perturbations at inference time on 19 deep networks.
The vulnerable parameters of the experimented networks were
identified using heuristic functions. The results showed that
most deep architectures have at least one parameter that causes
an accuracy loss of over 90% when a bit-flip is executed on
their bitwise representation.

In addition, the Fast Gradient Sign Method (FGSM) has
been widely used in the literature as an attacking strategy [8].

This method includes adding noise whose direction is the same
as the gradient of the cost function with respect to the data
using a trained model. The work in [4], proposed the first
attack that targets the training phase by changing the values
of the ReLu function to bias the neural network. The novel
attack was proven to be effective and stealthy.

B. Attacks on Iris Recognition Systems

The crucial role iris recognition has played in securing
premises, in addition to the threatening effects of breaching
such authentication systems, have made iris biometric authen-
tication systems an active target for adversarial attacks. A
novel morph attack on iris recognition systems was tackled
in [9]. Sharma et al. generated morphed iris images using the
Indian Institute of Technology Delhi (IITD) Iris Database and
West Virginia University (WVU) multi-modal datasets. The
morph attack achieved a success rate higher than 90% on two
state-of-the-art iris recognition methods, which indicates the
vulnerability of iris recognition systems.

In order to protect against the increasing attacks, researchers
have also focused on studying countermeasures and detection
mechanisms for iris recognition attacks. For example, Thukral
et al. [10] proposed an iris spoofing detection system that
utilized Gabor filters and Histogram of Gradient (HOG) bins
to extract features. Next, a Support Vector Machine (SVM)
was used to detect if the extracted features represented fake
or real iris. The proposed system was able to detect spoofing
attacks with an accuracy of 98%. Finally, Tapia et al. [11]
tackled testing the liveness of the scanned iris to protect the
system from being fooled by printed images or artificial eyes.
The proposed work utilized a MobileNetV2 network, which
was trained from scratch. Moreover, the authors increased the
number of filters and weighted each class based on the number
of its instances. The proposed method was able to accurately
classify irises with competitive Bona Fide Classification Error
Rates (BPCER) of less than 4% in all experiments.

III. PHYSICAL GRAY-BOX ADVERSARIAL ATTACKS

A labeled training set of size s can be represented as
DS = {(xi, yi)}si=1, where yi ∈ Y and Y is the set of all
possible output classes for an image classification problem.
When training a deep classifier, we aim to optimize a dis-
criminant function F that maps each instance,xi, to the class
associated with the highest class probability, as can be seen
in Equation 1. This optimization process takes place during
the training process by passing DS to a deep classifier for
a number of training rounds. The number of training rounds
will be referred to as Epochs throughout the rest of this paper.
The aforementioned setting of training F without any attacks
will be referred to as the base model throughout this work.

F → argmax(P (Y | xi)) (1)

A. Attack Definition

In our proposed attack, an attacker aims to corrupt the
training process by perturbing the training instances incre-
mentally between training epochs in order to optimize a



corrupted poisoned discriminant function F ′ that produces
faulty probability distributions over the possible output classes.
The attack is executed implicitly in multiple rounds. In each
poisoning round, a poisoning procedure that selects X ⊆ DS
of size |X| = α ∗ s is executed, where α ∈ (0%, 100%] is
the poisoning percentage coefficient. The attacker’s goal is to
replace X = {(xi, yi)}|X|i=1 with a poisoned set X ′ = {g(xi),
yi)}|X|i=1, where g(.) is the poisoning function that modifies
xi at a pixel level. The poisoning function replaces the pixels
that fall within a selected area, namely PatchArea, with faulty
pixels, x′, in order to corrupt the image representation and
result in a faulty training process. The poisoning function can
be seen in Equation 2, where W and H are the width and
height of the training image instance xi.

g(x) =


x′u,v if(u, v) ∈ PatchArea

, u ∈ [0,W ), v ∈ [0, H)

xu,v Else
(2)

The attack targets the intermediate data structures, where
the training instances are saved. In addition, it is executed
incrementally between training epochs, such that a different
X is selected every poisoning round in order to accumulate
the poisoned training instances and increase the effectiveness
of the attack.

The attack frequency coefficient determines the number of
poisoning rounds and is called β ∈ [1, Epochs]. When the
value of β is chosen to be 1, then the attack will be executed
after each training epoch causing an increased risk of damage.
On the contrary, if the value is chosen to be Epochs, then the
poisoning process will only happen once after the first training
epoch.

B. Poisoning Strategy

Function g(.) in Equation 2 replaces pixels in a training
instance within the defined poisoning area, PatchArea. This
poisoning procedure can be implemented in multiple ways. In
this work, we opted to implement g(.) to execute local pertur-
bations and global perturbations [12]. It is worth mentioning
that only one type of perturbations was considered in each of
the conducted experiments in this work.

In the local perturbations setting, a small area called physi-
cal patch in the training instance is selected and replaced with
pixels from another image. In this work, the physical patch
was chosen to be close to the training set domain, hence it
was an image of a human eye. It is worth mentioning that the
size of the PatchArea and its location are randomized, and
optimizing them is out of the scope of this work [5].

On the other hand, in the global perturbations setting, all the
instances in X are replaced with another randomly selected
image from the training set. This way the classifier will be
exposed to a highly redundant training set which corrupts the
training process by increasing the risk of overfitting. Both
poisoning strategies are not easy to blacklist, since the local
setting only alters a small area of each instance and the global
perturbation setting uses an image from within the training

instances in a manner that imitates image augmentation, which
is a benign, widely used technique in training neural networks.

C. Attack Characteristics

The attack specifications can be summarized as:
1) The attack is non-targeted: the attack definition in

III-A shows that no restrictions apply on the choice of
yi in X . Moreover, the value of yi remains unchanged
after poisoning takes place in X ′.

2) The attack does not affect packets delay: the attack
only targets the training phase, whereas the inference
phase is executed in the usual manner. Hence, the attack
is stealthy in the sense that it does not affect the packet
delay when the deep classifier is deployed on the cloud.

3) The attack samples without replacement: to guarantee
faster and stealthier execution, X is sampled every
poisoning round without replacement; that is an instance
can only be included once in X at a certain poisoning
round, however an instance can be included in multiple
poisoning rounds. This implies that the network will be
exposed to a different training set after every poisoning
round, which results in a higher training instability.

4) The attack is incremental for increased effectiveness:
the poisoned instances in X ′ accumulate in the train-
ing set after each poisoning round and throughout the
training phase, which in turn intensifies the effect of
poisoning even at a low value of α.

5) The attack is gradient-free [13] and is gray box:
the attack is gray box since we assume that the attacker
only has access to the intermediate data structures of the
training process without the need to access the physical
path of the training instances or the neural network
architecture. In other words, the attack is agnostic to the
neural network architecture. The attack is also gradient-
free since it perturbs the training data between epochs
without the need to access the gradients of the attacked
neural network.

6) The attack targets intermediate data structures: typ-
ically developers’ efforts are more focused on preparing
and preprocessing the training set before training. On
the other hand, what happens during training and the
values of the intermediate data structures that keep the
training instances are overlooked, especially that the
training is usually conducted on powerful servers with
limited physical access. Hence, this attack which poisons
the data implicitly between training epochs, acquires its
high risk property from attacking data structures that are
typically not monitored by professionals, and hence the
attack goes unnoticed despite the damage it causes.

D. Evaluation Metrics

In each experiment, the neural networks will be evaluated
and compared in terms of the following evaluation measures:

1) Attack effectiveness measures: an attack is called effec-
tive if it achieves its intended goals. In our proposed
attack, the goal is to expose the deep classifier to an



unstable training process, which in turn, will result in
faulty probability distributions produced by the network
at the inference stage.

a) Average of Loss Change (ALC): the loss function
is typically expected to decrease as the training
process progresses. This is due to backpropagation,
which reflects what the network learned during
each training epoch. The ALC measures the av-
erage change in the loss value over the training
epochs, and the sign of this evaluation metric is
a leading element, as it reflects whether the loss
was decreasing or increasing throughout training.
Executing the attack is expected to cause instability
in the training process due to the noisy poisoned
data and, hence, increase the ALC value. The
ALC can be defined as follows, where the ` is the
loss and Epochs is the number of training epochs:

ALC =

∑Epochs
i=1 (`i − `i−1)
Epochs− 1

(3)

b) Average Inference Probability (AIP): the softmax
function is typically used in the last layer of deep
classifiers to normalize the output to a probability
distribution over the possible output classes. Each
test instance is classified as the class of the highest
probability. In this evaluation criterion, we assess
the effect of the attack on the probabilities pro-
duced by the model at the inference stage, as typ-
ically higher probabilities imply more confidence
about the selected class. As a result, a decreased
average probability reflects the effectiveness of the
attack on the final output of the model. AIP can
be calculated using Equation 4, where ti is a test
instance.

AIP = Average(argmax(P (Y | ti))) (4)

2) Attack stealthiness measures: an attack is called stealthy
if the evaluation metrics of the corrupted classifier F ′
are close to the metrics of the base model F [4].

a) Training Time Difference (TTD): training a neural
network can be a lengthy process, especially when
the training instances are large. Hence, it is crucial
to ensure that executing the attack will not cause
an observable added amount of time to the training
phase, in order to keep the attack unnoticed. The
TTD measure can be defined as follows:

TTD = TrainingT ime′ − TrainingT imebase
(5)

where TrainingT imebase is the time taken to
train the base model, and TrainingT ime′ is the
training time when the neural network is trained
with poisoned data.

b) Performance Degradation Measure (PDM): in or-
der to confirm the attack stealthiness, the metrics
of the poisoned classifier need to be reasonably

close to the metrics of the base classifier. In this
evaluation criterion, the difference between the
macro Fscore of the base model and each poisoned
model is calculated, as described in Equation 6,
where Fscore′ is the Fscore of a poisoned model.

PDM = Fscorebase − Fscore′ (6)

E. Datasets

The proposed attack perturbs images and hence can target
any computer vision application. Nevertheless, we opted to
apply it to an iris recognition dataset, due to the significance
of this domain. The CASIA Iris Subject Ageing dataset [14]
was considered in our experiments. This dataset was collected
by the National Laboratory of Pattern Recognition (NLPR) in
China in April 2009 and April 2013. In this work, the subset
of CASIA Iris Subject Ageing which was collected in 2009
using the H100 sensor was chosen due to its high diversity
and good size. The subset comprises 37912 instances of the
left and right eyes of 48 individuals. The dataset instances
pose some challenging scenarios, like glasses, partially closed
eyes, Moreover, some instances have very low brightness. The
cross-validation method was used to train and evaluate the
neural networks, and 100 images from each user subject were
randomly selected for the test dataset.

F. Technical and Experimental Setup

Three state-of-the-art deep classifiers, namely, Densenet,
VGG, and Xception were considered for this work. Moreover,
the number of epochs was set to 10, the cross entropy loss
function was used and the networks were trained with a
learning rate of .01 on the Google Colab Pro platform which
utilizes NVIDIA GPUs. It is worth mentioning that the code
of this work is available on Github [15].

Each of the 3 considered deep classifiers were experimented
with α values of 5%, 10%,15%, and 20%, as 20% is typically
the maximum poisoning percentage considered in the literature
[16]. In the experiments description and results, the local
perturbations poisoning strategy will be referred to as P , and
the global perturbations strategy will be referred to as R.

IV. RESULTS AND DISCUSSION

In this section, the results of evaluating the proposed attack
will be presented in detail. Figures 1, 2, and 3 depict the results
of the evaluation metrics described in III-D. In all figures, the
result of the base model is depicted as the origin point (α =
0%).

A. Analysis of Attack Effectiveness

Figure 1 depicts the ALC results for the 3 considered deep
classifiers. A positive ALC value indicates increasing loss
values and poor training, whereas a low negative value indi-
cates a more stable training process. From Figure 1, it can be
noted that increasing α was always associated with increased
ALC values, hence, it can be concluded that increasing the
poisoning percentage increases the effectiveness of the attack.
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Fig. 1. Experimental results of the Average of Loss Change (ALC) values
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Fig. 3. Experimental results of the Performance Degradation Measure (PDM) values

On a different note, increasing the attack frequency (i.e., a
lower β) resulted in increased effectiveness in all experiments.
In the experiments where β’s value was set to 1, the ALC
kept increasing as the value of α increased, and the value
was positive in all experiments where α ≥ 10%. On the other
hand, when β = Epochs, the ALC results were increasing but
negative in all experiments, which means that the loss values
were still decreasing but at a lower rate compared to the base
model and the experiments of higher frequency.

The AIP results are depicted in Figure 2, where it can
be seen that increasing the value of α resulted in decreasing
the AIP in all experiments. However, this decrease varied in
the experiments; for example, the decrease was slight, even
when α increased, in the experiments where β=Epochs. On
the other hand, increasing α with a higher frequency (β = 1)
resulted in a more noticeable drop in the AIP values. For

example, it can be seen in Figure 2(c) that the AIP value
dropped by 24.88% when α = 20% and β = 1 in the
random poisoning experiment, R. Whereas, the AIP value
only dropped by 5% when we only changed the value of
β to be equal to the number of Epochs. Furthermore, the
highest drop in the AIP in the poisoned networks compared
to their unpoisoned counterparts at inference time was 15.37%,
14.68%, and 24.88% for the Densenet, VGG, and Xception,
respectively. Overall, we can conclude that the attack was
effective in all conducted experiments. Moreover, the attack
effectiveness has a positive correlation with the percentage α
and frequency β.

B. Analysis of Attack Stealthiness
It is crucial to keep the proposed attack undetected. The

attack can be easily noticed if it takes long to execute, thus, to
ensure the attack stealthiness, the TTD measure is monitored



in all experiments. Among all conducted experiments, the
maximum TTD value was 63 seconds. Hence, the attack did
not add a noticeable period of time to the training time of
the base model. Moreover, to monitor the stealthiness of the
attack, the PDM values were recorded as can be seen in
Figure 3. The maximum PDM value was recorded for the
VGG network with α = 20% and β = 1 in the random
poisoning experiment, R. Overall, the average PDM values
were 1.2%, 1.9%, and 1.5% for the Densenet, VGG, and
Xception, respectively. Hence, it can be concluded that the
attack demonstrated a stealthy behavior.

C. Analysis of Poisoning Strategy

As explained in Section III-B, the attack was experimented
under local perturbations setting (P ) and global perturbations
setting (R). The influence of the perturbation type was highly
associated with the value of β. It can be seen in Figures 1, 2
and 3 that in the experiments of low frequency, where β =
Epochs, both perturbation types achieved comparable results.
On the other hand, when the poisoning rounds were executed
after every epoch, where β=1, the attack showed the highest
effectiveness in the global perturbations setting, P .

Finally, the results showed that the proposed attack is
effective and stealthy. Those properties increase when the
attack is intensified by increasing the value of α, increas-
ing the number of affected pixels, similar to the case of
global perturbations, and decreasing β for higher execution
frequency. Moreover, the proposed attack inherits its riskiness
from attacking unobserved data structures that usually reside
on powerful servers with limited physical access. The attack
is also incremental and accumulates poisoned data gradually
to intensify its effectiveness across the training epochs. In
addition, the attack requires no knowledge about the neural
network structure, as all experiments in this work were con-
ducted using the same injection code.

V. CONCLUSION AND FUTURE WORK

Neural networks are vulnerable to adversarial attacks. More-
over, the digital transformation adopted worldwide implies
continuous acquisition and analytics of big streams of data,
which has brought novel digital threats and unforeseen ex-
posures to cybersecurity. In this work, we propose a novel
gradient-free, gray box, incremental attack that targets the
intermediate data structures of the training phase of neural
networks. The attack has 3 main parameters: the attack per-
centage coefficient, the attack frequency coefficient, and the
poisoning strategy. In all conducted experiments, it was noted
that the attack stealthiness and effectiveness had a positive
correlation with the aforementioned parameters.

Moreover, the attack resulted in unstable training, as it made
the loss values increase which in turn indicates poor learning
and generalization. Moreover, the attack was able to decrease
the probability of the output class (AIP ) in the poisoned net-
works compared to their unpoisoned counterparts at inference
time by 15.37%, 14.68%, and 24.88% for the Densenet, VGG,
and Xception, respectively. Despite its effectiveness, the attack

remained stealthy as it only dropped the Fscore values by
1.2%, 1.9%, and 1.5% for the poisoned Densenet, VGG, and
Xception, respectively.

In future works, further sensitivity analyses will be con-
ducted on existing and new parameters, such as the type of
communication protocol, and the area and size of the patch
area. Moreover, the attack will be compared to other iris
recognition attacks.
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