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Abstract—In this work, we investigate the challenging prob-
lem of on-demand semantic communication over heterogeneous
wireless networks. We propose a fidelity-adjustable semantic
transmission framework (FAST) that empowers wireless devices
to send data efficiently under different application scenarios and
resource conditions. To this end, we first design a dynamic sub-
model training scheme to learn the flexible semantic model, which
enables edge devices to customize the transmission fidelity with
different widths of the semantic model. After that, we focus on
the FAST optimization problem to minimize the system energy
consumption with latency and fidelity constraints. Following that,
the optimal transmission strategies including the scaling factor
of the semantic model, computing frequency, and transmitting
power are derived for the devices. Experiment results indicate
that, when compared to the baseline transmission schemes, the
proposed framework can reduce up to one order of magnitude
of the system energy consumption and data size for maintaining
reasonable data fidelity.

Index Terms—Semantic communications, dynamic neural net-
works, on-demand communications, resource management.

I. INTRODUCTION

By 2030, 17.1 billion wireless devices equipped with ver-

satile sensors will produce 5 zettabytes of data per month [1].

The explosive growth of edge-generated data rises challenges

on how to achieve efficient information exchange among

massive devices. Semantic communication is an emerging

data transmission paradigm that aims to extract and deliver

the explicative meaning of the data [2]. The semantic-aware

communication systems can reveal the intrinsic information

of the raw data by leveraging the knowledge of prior models

[3], [4]. By integrating semantic communication into wireless

networks, the required data traffic will be significantly reduced,

leading to a green and reliable communication pattern [5], [6].

By leveraging the capacity of neural networks, learning-

based semantic communication systems can extract compact

and accurate information from the image and speech [7]–

[9]. To improve the freshness of status updates, the age of

semantics is incorporated into the semantic communication

systems [10]. Recently, system-level methods focus on im-

proving the efficiency of semantic communication, such as

the spectrum-efficient method that assigns the optimal channel

for the wireless devices [11], and adaptive resource scheduling

that maximizes the successful probability of transmission [12].

However, these methods employ fixed neural networks to
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Fig. 1. FAST over heterogeneous wireless networks.

accomplish the extraction of semantic information during the

running time, which hinders the flexibility of semantic-aware

transmission over heterogeneous networks.

Using a fixed learning-based semantic model is a stringent

limit for the communication system over heterogeneous wire-

less networks. This setting deteriorates the ability of the com-

munication system in handling different application scenarios.

As illustrated in Figure 1, a typical semantic model may be

designed to concurrently support multiple vision-related tasks

under different resource conditions. Compared with image

classification that only identifies the category of the image,

object detection needs to additionally analyze the location of

the object of interest [13]. Thus, given limited computation

and communication resources, high-fidelity semantic data with

fine-grained information should be reserved for object detec-

tion [14], while the low-fidelity one is sufficient for image

classification. Also, the quality of semantic communication

should be adapted to the energy status of the battery-powered

devices. Employing high-fidelity mode for performance-first

setting and switching to low-fidelity mode for the purpose of

energy saving is an effective way to maintain the transmission

quality while prolonging the battery lifetime [15], [16].

In this paper, we propose FAST, a fidelity-adjustable se-

mantic transmission framework, to improve the flexibility of

learning-based semantic communication systems over hetero-

geneous wireless networks. We focus on the image transmis-

sion task with autoencoder as the semantic model [17]. Our

goal is to train a flexible semantic model that enables wireless

devices to select different sizes of sub-models at the running
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time. Then, we propose a fidelity-aware resource management

approach, where the optimal transmission strategy is designed

to meet the quality and efficiency constraints. Specifically, a

full-size model with powerful capacity is preferred in the high-

fidelity scenario, and a small sub-model is adopted in the low-

fidelity scenario to save the system cost [18].

However, determining the optimal transmission strategies

for FAST with personalized constraints is a non-trivial task, as

how to train the flexible semantic models and how the fidelity

of semantic data is affected by model size is unknown. To

address these issues, we first design a dynamic sub-model

training scheme to concurrently support flexible encoding

and decoding with different model widths. Meanwhile, the

relationship between model size and the expected fidelity is

empirically quantified. Following that, we study the FAST

optimization problem to improve energy efficiency with given

latency and fidelity budgets. Based on the theoretical analysis,

the problem is transformed into a convex problem. Finally,

we develop a hierarchical bisection algorithm to solve the

problem, where the size of the semantic sub-model, CPU

computing frequency, and transmitting power are determined

according to the fidelity constraint and resource status.

Our main contributions are summarized as follows.

• We propose a novel semantic communication framework,

named FAST that enables wireless devices to perform

fidelity-adjustable data transmission.

• We investigate the fidelity-aware resource management

problem for FAST, and the optimal transmission strategy

is devised to minimize the system energy cost.

• Extensive experiments demonstrate the efficiency and

effectiveness of FAST, which outperforms the existing

baselines in terms of resource utilization and data fidelity.

The remainder of this paper is organized as follows. Section

II details the main components of FAST to fulfill flexible

semantic communication. The problem formulation, theoret-

ical analysis, and the corresponding solution are provided

in Section III. The experiment simulations are presented in

Section IV, and we finally conclude the paper in Section V.

II. SYSTEM MODEL

A. Outline of FAST

We consider the scenario of wireless semantic communica-

tion between two physical entities, i.e., the transmitter and the

receiver. As shown in Figure 2, unlike traditional methods that

utilize the fixed model during the running time, FAST employs

a flexible semantic model to accomplish the fidelity-adjustable

transmission. Specifically, the semantic model comprises of

two parts, including the encoder and decoder. For the full-

size model, we use θ and ϑ to parameterize the weights of

the encoder and decoder, respectively. Here, we introduce a

scaling factor π ∈ (0, 1] for the width of each layer in the

flexible model. Given a scaling factor π, we can derive a pair of

small encoder and decoder from the full-size model, denoted

as θπ and ϑπ, respectively. The process of the FAST is divided

into the following three phases.
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Fig. 2. FAST with flexible semantic model.

1) Phase I for encoding: With the pre-determined scaling

factor π, the source device switches from the full-size encoder

to a small one parameterized by θπ. Let x denote the raw

data, and let hπ represent the corresponding semantic data.

The function of semantic encoding can be expressed as

hπ = enc(x; θπ). (1)

2) Phase II for transmission: After obtaining the semantic

data hπ, the source device transmits it to the destination. Here,

we consider that the semantic data is converted into binary

symbols. Thus, the transmission for the semantic information

still follows the Shannon capacity [12].

3) Phase III for decoding: After receiving the semantic

data, the destination device decodes it to reconstruct the data

x̂. Specifically, the encoder and decoder have the symmetry

structures, i.e., the decoder shares the same scaling factor π
as the encoder does. The process of semantic decoding can be

represented as

x̂ = dec(hπ;ϑπ). (2)

B. Flexible Semantic Model

We aim to train a flexible semantic model that supports

nearly continuous scaling factor π ∈ (0, 1]. We first focus on

deriving a pair of small-size encoder and decoder {θπ,ϑπ}
from {θ,ϑ}. Then, we propose a dynamic sub-model training

scheme to train the flexible semantic model efficiently.

1) Sub-model derivation: Given a scaling factor π, we

aim to derive the small-size sub-model {θπ,ϑπ} from the

full-size one {θ,ϑ}. Specifically, the sub-model derivation is

performed in a layer-by-layer manner. For a convolution layer

with a number of filters as C (i.e., the width of the layer),

we select the weights of the first ⌊πC⌋ filters to construct the

layer for a small-size sub-model. Given a scaling factor π, the

derivations for θπ and ϑπ are respectively expressed by

θπ = sel(θ, π) and ϑπ = sel(ϑ, π), (3)

where sel(·, ·) denotes the function to select the weight from

the full-size model to the small one.

2) Learning objective: Our goal is to minimize the data

reconstruction error for any sub-models derived from the full-

size model. Let ℓ(x, x̂) be the pre-determined loss function.

The learning objective can be expressed as

min
θ,ϑ

∫ 1

πmin

∑

x∈X test

ℓ
(
x, F (x; θ,ϑ, π)

)
dπ, (4)



where the function F (x; θ,ϑ, π) = dec
(
enc(x; θπ);ϑπ

)

computes the reconstructed data with given x, θ,ϑ and π.

3) Dynamic sub-model training: Note that the process

of optimizing Eqn. (4) requires enumerating all sub-models,

which incurs a prohibitive cost for the model training. Inspired

by the study in [19], an efficient training method via sub-model

sampling is proposed to reduce the computation cost. As

presented in Algorithm 1, we propose to dynamically sample

a sub-model at each iteration (i.e., Steps 3). Specifically, the

total training loss is computed as the sum of the losses of the

random sub-model and the full-size model (i.e., Step 5). In

this way, we maintain the performance of different sub-model

while reducing the training overhead.

Algorithm 1: Dynamic sub-model training

Input: Training dataset X train, and {θ,ϑ}.

1 for each epoch i = 1, 2, . . . , I do

2 for each batch of training data xbatch ∈ X train do

3 Randomly sample a scaling factor π. Perform

forward propagation with π:

x̂sub = F (xbatch; θ,ϑ, π);
4 Perform forward propagation with full-size

model: x̂full = F (xbatch; θ,ϑ, 1);
5 Compute the total reconstruction loss:

Loss = ℓ(xbatch, x̂sub) + ℓ(xbatch, x̂full);
6 Apply backward propagation to update {θ,ϑ};

7 end

8 end

C. Characterizing the Semantic Fidelity

We next investigate how the scaling factor π affects the

performance of the corresponding sub-model. We first present

the definition of semantic fidelity of the given semantic model,

and then reveal the relationship between the scaling factor π
and the semantic fidelity of the sub-model.

1) Definition of semantic fidelity: We define the semantic fi-

delity of the semantic model as the capability of reconstructing

data over the testing dataset. Formally, given a scaling factor

of π, the semantic fidelity φπ of the corresponding sub-model

is calculated by

φπ = 1−
1

M |X test|

∑

x∈X test

‖x− F (x; θ,ϑ, π)‖, (5)

where M denotes the number of pixels in the image, |X test|
measures the number of samples of the testing dataset, and

‖ · ‖ calculates the L1 norm for the given vector.

2) The impact of the scaling factor on semantic fidelity:

Intuitively, larger sub-models with strong representation capa-

bilities can extract more latent information from the raw data,

resulting in higher semantic fidelity. Being consistent with

the existing studies in [20], we employ the parameter fitting

method to empirically investigate the relationship between

semantic fidelity φπ and the scaling factor π. We adopt the

CIFAR-10 and CINIC-10 datasets, and the experiment settings

Function φπ = κ1 ln(
κ2

π
+ κ3) + κ4

Constant κ1 κ2 κ3 κ4

CIFAR-10 −0.0815 10.7192 −0.7957 1.0918
CINIC-10 −0.0955 2.8281 0.9290 1.0205

Fig. 3. Semantic fidelity φπ of sub-model with respect to scaling factor π.

are provided in Section IV. Then, we sample a subset of sub-

models from the flexible semantic model trained by Algorithm

1, and evaluate their corresponding performance by Eqn. (5).

The relationship between φπ and π is formulated as

φπ = κ1 ln(
κ2

π
+ κ3) + κ4, (6)

where {κ1, κ2, κ3, κ4} are constant hyper-parameters that can

be experimentally fitted. The experiment results are provided

in Figure 3. As π increases, the fidelity of semantic data

increases to carry more detailed information.

III. PROBLEM AND SOLUTION

A. FAST over Wireless Networks

For semantic communication with the full-size model and

single image sample, we use We and Wd to denote the com-

putation workloads for encoding and decoding, respectively,

and the size of the semantic information is S. For FAST

with a scaling factor of π, the encoding workloads, decoding

workloads, and data size to be transmitted are reduced as

π2We, π2Wd and πS, respectively.

1) Computation model: Let fe and fd denote the computing

frequency for the encoding and decoding, respectively. For the

semantic-based transmission with K samples, given the sub-

model scaling factor π, the overall time taken for the model

inference can be measured by

Tcmp = Kπ2

(
We

fe
+

Wd

fd

)

. (7)

Meanwhile, the overall energy consumption is estimated by

Ecmp = Kπ2(ǫef
2
eWe + ǫdf

2
dWd), (8)

where ǫe and ǫd are the hardware energy coefficients of the

source and destination devices, respectively.

2) Communication model: Let B denote the available band-

width, P the transmitting power of the source device and

N0 be the power spectral density of the Gaussian noise. For

the transmission of semantic data from the source to the

destination, the achievable transmitting rate is estimated by

r = Blog2

(

1 +
|h|2d−ηP

N0B

)

, (9)



where d represents the distance between the transmitter and

receiver, η is the pathloss exponent, and h denotes the Rayleigh

channel coefficient. With given scaling factor of π, the required

time Tcom and energy consumption Ecom for the transmission

of semantic data can be respectively calculated by

Tcom =
KπS

r
, and Ecom = PTcom. (10)

3) Problem formulation: Given a pair of source-destination

devices with different local resources, our goal is to optimize

the transmission strategy for these two devices to minimize

the total energy cost with latency and fidelity constraints. To

this end, we formulate the following optimization problem.

(P1) min Etot (11)

subject to: Ttot ≤ Tmax, (11a)

φπ ≥ φmin, (11b)

πmin ≤ π ≤ 1, (11c)

0 ≤ fe ≤ fmax
e , 0 ≤ fd ≤ fmax

d , (11d)

0 ≤ P ≤ Pmax, (11e)

variables: π, fe, fd, P,

where Etot = Ecmp +Ecom and Ttot = Tcmp+Tcom are the total

energy cost and the total system latency, respectively.

B. Problem Simplification

In this subsection, we transform Problem (P1) into a

tractable yet equivalent form via constraint simplification and

variable substitution. We first derive the following lemma.

Lemma 1. The equality always holds for Constraints (11a)

and (11b) under the optimal solution {π∗, f∗

e , f
∗

d , P
∗}, namely,

we always have T ∗

tot = Tmax and φ∗

π = φmin.

Proof. We prove the lemma by showing contradictions. Sup-

pose that there exists an optimal solution such that T ∗

tot <
Tmax. Then, we construct a new solution by replacing f∗

e with

f ′

e in the optimal solution such that f ′

e < f∗

e and T ′

tot = Tmax.

Let E′

tot denote the corresponding system energy cost of the

new solution. Since the system energy cost decreases with

the decrease of fe, then we obtain E′

tot < E∗

tot. Similarly,

the contradiction also applies for φπ > φmin, and thus we

complete the proof.

Based on Lemma 1 and Eqn. (6), we can derive the optimal

width scaling factor π∗ as

π∗ =
κ2

exp
(
φmin−κ4

κ1

)
− κ3

. (12)

Moreover, we introduce three intermediate variables α >
0, β > 0, and γ > 0 such that α + β + γ = 1, and they

denote the time splitting factors of the latency for encoding,

semantic transmission, and decoding, respectively. Thus, we

obtain the following equations.

αT
max = K(π∗)2

We

fe
, βT

max =
Kπ∗S

r
,

γT
max =K(π∗)2

Wd

fd
.

(13)

By combining Eqns. (7)-(10) and (13), the total system energy

cost Etot can be re-expressed with respect to {α, β, γ} as

Etot =
τ1
α2

+ τ2β
(
2

τ3
β − 1

)
+

τ4
γ2

, (14)

where the constants {τ1, τ2, τ3, τ4} can be calculated by

τ1 = ǫe
K3W 3

e (π
∗)6

(Tmax)2
> 0, τ2 =

BN0T
max

|h|2d−η
> 0,

τ3 =
Kπ∗S

BTmax
> 0, τ4 = ǫd

K3W 3

d (π
∗)6

(Tmax)2
> 0.

(15)

Therefore, given the optimal scaling factor π∗, Problem (P1)

can be transformed into the following problem.

(P2) min
τ1
α2

+ τ2β
(
2

τ3
β − 1

)
+

τ4
γ2

(16)

subject to: α+ β+ γ = 1, (16a)

αmin ≤ α, βmin ≤ β, γmin ≤ γ, (16b)

variables: α, β, γ,

where the lower limits of {α, β, γ} can be acquired by

α
min =

K(π∗)2We

fmax
e Tmax

, γ
min =

K(π∗)2Wd

fmax

d Tmax
,

β
min =

Kπ∗S

TmaxBlog
2

(

1 + |h|2d−ηPmax

N0B

) .
(17)

Notably, the optimal solution of Problem (P1) can be obtained

directly with the help of {α∗, β∗, γ∗} according to Eqn. (13).

It can be verified that Problem (P2) is a convex optimization

problem, and we discuss the solution in next subsection.

C. Hierarchical Bisection Search

To solve Problem (P2), we first apply Karush–Kuhn–Tucker
(KKT) conditions to derive necessary equations for achieving
the optimality. By utilizing λ as the Lagrange multiplier for the
equality Constraint (16a), and {µα, µβ , µγ} as the multipliers
for the inequality Constraint (16b), we obtain











































µα =
−2τ1
α3

+ λ, µγ =
−2τ4
γ3

+ λ,

µβ =
(

τ2 −
τ2τ3 ln 2

β

)

2
τ3
β − τ2 + λ,

µα(α− α
min) = µβ(β − β

min) = µγ(γ − γ
min) = 0,

0 ≤ µα, 0 ≤ µβ , 0 ≤ µγ ,

Constraints (16a) and (16b).

(18a)

(18b)

(18c)

(18d)

By substituting {µα, µβ , µγ} from Eqns (18a) and (18b)

into Eqn. (18c), we have

(−2τ1
α3

+ λ
)

(α− α
min) =

(−2τ4
γ3

+ λ
)

(β − β
min) = 0, (19)

( (
τ2 −

τ2τ3 ln 2

β

)
2

τ3
β − τ2 + λ

︸ ︷︷ ︸

gλ(β)

)

(γ − γmin) = 0.
(20)

According to Constraint (16b), the discussion on the value

of α∗ can be divided into two cases, i.e., α∗ > αmin and

α∗ = αmin. Based on Eqn. (19), we have α∗ = 3

√
2τ1
λ

if



α∗ > αmin. Similarly, the optimal values of {β∗, γ∗} can be

analyzed on the same basis. Therefore, we have

α
∗
λ = max

{

3

√

2τ1
λ

, α
min

}

, β
∗
λ = max{βλ, β

min},

γ
∗
λ = max

{

3

√

2τ4
λ

, γ
min

}

,

(21)

where βλ is the zero of function gλ(β) in Eqn. (20) such

that gλ(βλ) = 0. Given a specific λ, we define that zλ =
α∗

λ + β∗

λ + γ∗

λ. According to Constraint (16a), the solution

of Problem (P2) can be acquired by searching an optimal

Lagrange multiplier λ∗ such that zλ∗ = 1.

It can be verified that α∗

λ, β∗

λ and γ∗

λ are monotonically

non-increasing with respect to λ. Hence, λ∗ can be effi-

ciently obtained by the bisection search as shown in Al-

gorithm 2. Specifically, given a λ, α∗

λ and γ∗

λ be directly

calculated while β∗

λ involves another bisection search (i.e.,

Steps 8-12). Given the tolerance value ε and searching range

{λmin, λmax, βmin, βmax} and J = max{λmax−λmin, βmax−
βmin}, the computational complexity of Algorithm 2 is esti-

mated by O(log22J).

Algorithm 2: Hierarchical bisection search

Input: λmin, λmax, βmin, βmax, and ε.

Output: The optimal Lagrange multiplier λ∗.

1 repeat

2 λ = (λmax + λmin)/2;

3 Compute α∗

λ and γ∗

λ based on Eqn. (21);

4 Search for β∗

λ, and compute zλ = α∗

λ + β∗

λ + γ∗

λ;

5 if zλ < 1 then λmax = λ else λmin = λ;

6 until |λmax − λmin| ≤ ε;

7 return λ∗

/* Function for searching β∗

λ. */

8 repeat

9 β = (βmax + βmin)/2;

10 Compute gλ(β) based on Eqn. (20);

11 if gλ(β) > 0 then βmax = β else βmin = β;

12 until |βmax − βmin| ≤ ε;

13 return β∗

λ

IV. SIMULATION RESULTS

A. Experiment Settings

We consider the semantic communication for image trans-

mission with CIFAR10 dataset. For the semantic model, we

use two three-layer convolutional neural networks with kernel

size as 4, stride as 2, and padding as 1 for the encoder and

decoder. Specifically, the widths of the encoder and decoder

are {12, 24, 32} and {24, 12, 3}, respectively. The semantic

data is represented by 32 × 4 × 4 = 512 numbers in 8-bit

unsigned integer and S = 4096 bits. For training hyper-

parameters, the batch size, total epochs and πmin are set

as 16, 30 and 0.25, respectively. The hyper-parameters for

communication {B, |h|2, d, η,N0} are set as {1MHz, 10−3W,

200m, 3.76, −95dBm/MHz} by default. The hyper-parameters

for computation {We,Wd, ǫe, ǫd,K} are empirically set as

{0.65 MCycles, 3.25MCycles, 1−26, 1−26, 512} by default.

TABLE I
PERFORMANCE COMPARISON BETWEEN FAST AND BASELINE METHODS

ON IMAGE TRANSMISSION WITH CIFAR-10 DATASETS.

Method
Data size

(Mbit)

Comp. Cost

(GFLOPs)
Ecmp (J) Ecom (J) Etot (J) Fidelity

Raw 12.58 (1×) 0 0 2.24 2.24 1

JPEG 2.76 (4.56×) — — — — 0.73

Prune (ρ=0.3) 2.31(5.5×) 3.31 1.65 0.53 2.18 0.80

Quant (3 bits) 1.18 (10.7×) 3.31 1.44 0.26 1.70 0.80

FAST (π=0.3) 0.92 (13.7×) 0.97 0.01 0.10 0.11 0.80

Prune (ρ=0.1) 2.71(4.6×) 3.31 1.73 0.64 2.37 0.85

Quant (4 bits) 1.57 (8.0×) 3.31 1.51 0.35 1.86 0.85

FAST (π=0.5) 1.67 (7.5×) 1.76 0.06 0.21 0.27 0.85

B. Performance Evalutions

We first show that the hierarchical bisection search algo-

rithm can converge to the optimal solution of Problem (P2).

Figure 4(a) presents the evolution of the total energy cost

with respect to the number of iterations. We observe that the

algorithm can achieve the optimum after about 30 iterations.

We next compare the proposed FAST with the following

three baseline methods under Tmax = 8 seconds. (1) JPEG:

we reduce the size of the raw data with a radical compression

ratio of about 4.5. (2) Prune: we employ filter-wise feature

pruning for the semantic data, and ρ ∈ [0, 1] is the pruning

rate. (3) Quant: we quantize the semantic data with fewer bits

(from 1 to 8 bits) before the transmission.

Table I provides the comparison results of FAST against

the baseline methods in terms of the size of semantic data,

computation cost, and energy consumption under two types

of fidelity constraints. Compared with Prune and Quant, FAST

can respectively reduce 15 times and 6.9 times the total energy

consumption for realizing semantic communication with the

fidelity of 0.80 and 0.85. Particularly, the proposed FAST can

reduce 13.7 times the data size under the low fidelity scenario.

Meanwhile, one of the important advantages of FAST is

that the proposed flexible semantic model enables on-demand

computation to mitigate the computation cost.

Figure 4(b) shows the total energy consumption of different

methods with different fidelity constraints. With a given fi-

delity constraint, the proposed FAST consistently outperforms

the baseline methods to mitigate the total energy consumption.

Specifically, FAST can switch to the small sub-model to

significantly reduce the computation cost in the low-fidelity

scenario. Figure 4(c) provides the image plots of reconstructed

samples with different fidelity constraints. Specifically, the

proposed FAST can achieve the best semantic fidelity with

the least total energy cost, which strikes the balance between

transmission quality and resource utilization.

Figures 4(d)-(f) show how the energy efficiency is affected

by the key system configurations, including the transmission

distance (i.e., channel state), computational energy coefficient,

and latency constraint. It can be observed that the proposed

FAST consistently outperforms the baseline methods under

a variety of system settings. The experiments show that

FAST is more resilient than other baselines to achieve green

transmission under heterogeneous scenarios.
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Fig. 4. The main advantages of FAST. ((a): convergence of the searching algorithm; (b-c): performance of different methods; (d-f): impact of key settings.)

V. CONCLUSION

In this paper, we proposed FAST, a fidelity-adjustable

semantic transmission framework for green communication.

We presented the dynamic model training scheme to enable

wireless devices to adopt different sub-model on demand.

To improve the energy efficiency of FAST, we focused on

minimizing the total energy consumption under personalized

latency and fidelity constraints. By leveraging the theoretical

analysis, we transformed the optimization problem into a

tractable form and designed an algorithm to efficiently search

for the optimal transmission strategy. Experimental results

demonstrate the advantage of FAST in improving energy

efficiency and semantic quality against the baseline methods.
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