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Abstract—Federated learning (FL), which has gained increas-
ing attention recently, enables distributed devices to train a
common machine learning (ML) model for intelligent infer-
ence cooperatively without data sharing. However, problems
in practical networks, such as non-independent-and-identically-
distributed (non-iid) raw data and limited bandwidth, give rise
to slow and unstable convergence of the FL training process.
To address these issues, we propose a new FL method that
can significantly mitigate statistical heterogeneity through the
depersonalization mechanism. Particularly, we decouple the global
and local optimization objectives by alternating stochastic gra-
dient descent, thus reducing the accumulated variance in local
update phases to accelerate the FL convergence. Then we analyze
the proposed method in detail to show the proposed method
converging at a sublinear speed in the general non-convex setting.
Finally, numerical results are conducted with experiments on
public datasets to verify the effectiveness of our proposed method.

Index Terms—Federated learning, depersonalization mecha-
nism, statistical heterogeneity, convergence analysis

I. INTRODUCTION

Due to a tremendous amount of data in edge devices, ma-
chine learning (ML) as a data-driven technology is generally
used to enhance the intelligence of applications and networks
[1, 2]. However, traditional ML requiring centralized training
is unsuitable for the scenario because of privacy concerns
and communication costs in raw data transmission. Thus, as
a distributed optimization paradigm, federated learning (FL),
is designed to train ML models across multiple clients while
keeping data decentralized.

To train ML models distributively, we can directly use
the classical Parallel-SGD [3], i.e., each client calculates the
local stochastic gradient to the central server for getting the
aggregated gradient at each iteration. Nevertheless, performing
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the procedure still leads to unaffordable communication costs,
especially in the case of training large primary models such
as deep neural networks. Then to reduce the costs, a popular
algorithm FedAvg [4] was proposed, which means training
individual models via several local SGD steps and uploading
them in place of gradients to the central server in aggregation.
Despite FedAvg successfully reducing the communication
overhead several times of Parallel-SGD, some key challenges
emerge in deploying the framework: (i) As massive clients may
join in an FL training process, it is impractical for communica-
tion links to support all nodes to upload data simultaneously.
(ii) As participators come from various regions, data on all
clients are usually non-independent-and-identically-distributed
(non-iid, known as statistical heterogeneity). Recently, some
efforts have been devoted to analyzing and improving FL
(with (i) partial communication, a.k.a. client scheduling)
performance on (ii) non-iid data. Works [5–7] studied on
FedAvg convergence. Then [8–11] proposed FedAvg-based
methods for incremental performance enhancement by update-
rule or sampling policy modifications. For instance, in [9], the
proposed FedProx introduced a proximal operator to obtain
surrogate local objectives to tackle the heterogeneity problem
empirically. Then unlike the above works that focus on global
performance improvement, other studies [12–14] tended to
generate a group of personalized FL models in place of a single
global model for all clients on non-iid data to ensure fairness
and stylization. For example, in [12], the authors proposed
a common personalized FL framework with inherent fairness
and robustness, and [13] raised a bi-level learning framework
for extracting personalized models from the global model.

Note that extra local information is implicit in customized
FL models generated by personalized FL approaches. While
utilizing this information may be beneficial to reduce the
negative impact caused by (i) client sampling and (ii) statistical
heterogeneity. Thus in this paper, we are inspired to devise a
new method to improve global FL performance that modifies
the local-update-rule by reversely using model-customization
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techniques [12–14]. To take advantage of this personalization
information, we design a double-gradient-descent rule in the
local update stage that each client generates two decoupled
local models (rather than an original one) to separate the
global update direction from the local one. In particular, the
personalized local model is obtained by directly optimizing the
local objective, while the globalized local model is obtained by
subtracting the personalized local model from the original one.
Therefore, each sampled client can upload its globalized model
in place of the original local one to reduce the accumulated
local deviations for convergence acceleration and stabilization.
We summarize key contributions as follows:
• We propose a novel method called FedDeper to improve

the FL performance on non-iid data by the depersonal-
ization update mechanism, which can be widely adapted
to a variety of scenarios.

• We theoretically analyze the convergence performance of
our proposed method for the personalized and aggregated
models in the general non-convex setting.

• We provide relevant experimental results to evaluate the
convergence performance of our proposed algorithm ver-
sus baselines and study the impact factors of convergence.

The remainder of this paper is organized as follows. We start
by discussing the impact of data heterogeneity on the canonical
FedAvg method in Section II. Then, we propose a new
FedDeper method in Section III and analyze its convergence in
Section IV. Next, we present and discuss experimental results
in Section V. Finally, we conclude the paper in Section VI.

II. PRELIMINARIES AND BACKGROUNDS

In an FL framework, for all participating clients (denoted by
N with the cardinal number n := |N |), we have the following
optimization objective:

min
x∈Rd

f(x) :=
1

n

∑
i∈N

fi(x) (1)

where d denotes the dimension of the vector x, and fi(x) :=
Eϑi∼Di [f(x;ϑi)] represents the local objective function on
each client i. Besides, fi is generally the loss function defined
by the local ML model, and ϑi denotes a data sample
belonging to the local dataset Di. In this paper, we mainly
deal with Problem (1) [8–10], and all the results can be
extended to the weighted version by techniques in [6, 11].
We depict a round of the typical algorithm FedAvg to solve
(1) as three parts: In the k-th round, (i) Broadcasting: The
server uniformly samples a subset of m clients (i.e., Uk ⊆ N
with m := |Uk| ≤ n, ∀k ∈ {0, 1, ...,K − 1} for any integer
K ≥ 1) and broadcasts the aggregated global model xk

to client i ∈ Uk. (ii) Local Update: Each selected client i
initializes the local model vki,0 as xk and then trains the model
by performing stochastic gradient descent (SGD) with a step
size η on fi(·),

vki,j+1 ← vki,j − ηgi(vki,j), ∀j ∈ {0, 1, ..., τ − 1}, (2)

where vki,j denotes the updated local model in the j-th step
SGD and gi(·) represents the stochastic gradient of fi(·) w.r.t.

server
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communication computation
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Fig. 1. Federated learning with depersonalization: (i) communication (broad-
casting & aggregating), (ii) computation (local updating): (a) optimization,
(b) depersonalization, and (c) initialization. Indeed, mechanism (a) integrates
(b) which integrates (c), as (a) ⊃ (b) ⊃ (c).

vi. While the number of local steps reaches a certain threshold
τ , client i will upload its local model to the server. (iii) Global
Aggregation: The server aggregates all received local models
to derive a new global one for the next phase,

xk+1 ← 1

m

∑
i∈Uk

vki,τ . (3)

We complete the whole process when the number of commu-
nication rounds reaches the upper limit K, and obtain a global
model trained by all participating clients.

Note that the stochastic gradient gi(·) in Process (2) can
be more precisely rewritten as gi(·) = ∇f(·;ϑi) with ϑi ∼
Di. Since the high heterogeneity, local datasets Dii∈N obey
unbalanced data distributions, and the corresponding generated
gradients are consequently different in expectation:

Eϑi∼Di [f(·;ϑi)] 6= Eϑj∼Dj [f(·;ϑj)], ∀i, j ∈ N , i 6= j. (4)

That means performing SGD (2) with (4) leads to each
client tending to find its local solution v∗i with ∇fi(v∗i ) =
0 deviating from the global one x∗ with ∇f(x∗) = 0,
where always holds the optimization objective inconsistency
∩i∈N ker∇fi = ∅, ∀i ∈ N hence resulting in slow conver-
gence. Moreover, in practical deployed FL frameworks, the
number of participators is always much large while the band-
width or communication capability of the server is limited, i.e.,
only a small fraction of clients can be selected to join a training
round: m � n. This fact (partial communication) aggravates
the inconsistency of local models, thus further leading to
unreliable training and poor performance.

III. FEDERATED LEARNING WITH DEPERSONALIZATION

To alleviate the negative impact of non-iid data and partial
communication on FL, we propose a new Depersonalized
FL (FedDeper) algorithm. In brief, we aim to generate local
approximations of the global model on clients, then upload
and aggregate them in place of the original local models for
stabilization and acceleration, as shown in Fig. 1.



local opt.

global opt.

globalized 
local model

centralized 
model

corrected 
update

depersonalized 
correction

original 
local update

global 
model

x

iy

personalized 
local model

SGD 
update

iv
model 

decoupling

*x

*
iv

Fig. 2. The local update phase of FedDeper: each selected client alternately
updates globalized and personalized models in a round. The original local (or
personalized) update aims to reach the local optimum v∗i while the corrected
update moves around the SGD update towards the global optimum x∗ by
reversely local update (depersonalization mechanism).

A. Decoupling Global and Local Updating

Recall that performing (2) aims to minimize the local
objective fi(·) that usually disagrees with the global one (1)
resulting in slow convergence. To deal with this issue, we
propose a new depersonalization mechanism to decouple the
two objectives. In particular, to better optimize the objective
f(·), we induce a more globalized local model in place
of the original uploaded one to mitigate the local variance
accumulation in aggregation rounds. Different from Process
(2), we perform SGD on the surrogate loss function in each
selected client i,

fρi (yi) := fi(yi) +
ρ

2η
‖vi + yi − 2x‖2, (5)

where ρ
2η is a constant for balancing the two terms, and vi

fixed in updating yi denotes the personalized local model (the
analogue of the original local model), which aims to reach
the local optimum v∗i via (2). Thus, we expect to obtain two
models in the phase. The one vi is kept locally for searching
the local solution v∗i while the other yi estimating the global
model locally (i.e., y∗i ≈ x∗) is uploaded to the aggregator to
accelerate FL convergence.

B. Using Local Information Reversely with Regularizer

As shown in Fig. 2, the globalized model yi is updated
by using the personalized one vi reversely. To minimize (5),
the value of yi is restricted to a place slightly away from the
local optimum with the regularizer ‖vi + yi − 2x‖2. More
specifically, we regard vi−x and yi−x as two directions in
the update. Since vi is a personalized solution for the client,
we note that vi−x contains abundant information about local
deviations. To avoid introducing overmuch variance, we give
a penalty to term yi − x that reflects yi to the opposite
direction of vi − x. Nevertheless, in suppressing bias with
the regularizer ‖vi + yi − 2x‖2, we also eliminate the global
update direction implied in vi − x, which further interprets

Algorithm 1 FedDeper: Depersonalized Federated Learning
Input: learning rate η, penalty ρ, mixing rate λ, local step τ ,
total round K, initialized models x0 = y0

0,0 = v0
0,0

1: for each round k = 0, 1, ...,K − 1 do
2: sample clients Uk ⊆ N uniformly
3: send xk to selected clients i ∈ Uk
4: for each client i ∈ Uk in parallel do
5: initialize yki,0 ← xk

6: for j = 0, 1, ..., τ − 1 do
7: yki,j+1 ← yki,j − ηg

ρ
i (yki,j)

8: vki,j+1 ← vki,j − ηgi(vki,j)
9: end for

10: vk+1
i,0 ← (1− λ)vki,τ + λyki,τ

11: send yki,τ − xk to server
12: end for
13: each client i ∈ {NUk updates vk+1

i,0 ← vki,0
14: xk+1 ← xk + 1

|Uk|
∑
i∈Uk(yki,τ − xk)

15: end for

the necessity of carefully tuning on ρ, η (trade off variance
reduction and convergence acceleration).

C. Retaining Historical Information for Personalized Model

In the current local update stage, model yi is initialized
as the received global model x while vi is initialized as the
trained yi in the previous stage. And then they are updated
alternately by first-order optimizers, i.e., each selected client
i performs SGD on fi(·) as (2) to obtain a personalized local
model and on (5) to obtain a locally approximated globalized
model, respectively. However, this initialization policy results
in the new vi forgetting all accumulated local information
contained in the previous vi. To make the best use of the
historical models, we let vi partially inherit the preceding
value, i.e.,

vk+1
i,0 ← (1− λ)vki,τ + λyki,τ , (6)

where vki,τ , yki,τ are trained models in the k-th round, vk+1
i,0 is

the initial model in the k + 1-th round, and λ ∈ [ 12 , 1] is the
mixing rate controlling the stock of local deviation informa-
tion. To be specific, λ limits the distance between the initial
vi and yi within a certain range to avoid destructively large
correction generated by ‖vi + yi − 2x‖2 since monotonically
increasing difference between vi and x (e.g., ‖vi − x‖) in
updating.

Remark 1. If λ is set in the defined finite interval [ 12 , 1], we
claim there exists suitable η, ρ enable the global model x to
converge to the global optimum.

D. Procedure of FedDeper and Further Discussion

The proposed method is summarized as Algorithm 1. In
Lines 7-8, we update the globalized local model y and the
personalized one v alternately. Line 7 shows the j-th step of
local SGD where v is involved in the stochastic (mini-batch)
gradient gρi of fρi . Line 8 shows a step of SGD for approaching
the optimum of the local objective. In Line 10, we initialize the



personalized model v for the next round of local update with
the mixing operation (6). In Line 13, client i ∈ {NUk skips
the current round and only updates superscripts of variables.
In Line 14, the server receives and aggregates globalized local
models from selected clients.

The proposal of the regularizer is inspired by FedProx.
More concretely, the proximal operator ‖y−x‖2 is applied to
local solvers to impose restrictions on the deviation between
global and local solutions in [9]. Nevertheless, the measure
is conservative that only finds an inexact solution near the
previous global model x. In this regard, we modify the
operator to move the restriction near a local prediction of the
current global model so as to accelerate convergence. Then
in this paper, the defined personalized model differs from the
original local model defined in Expression (2) because of their
different initial policies.

IV. CONVERGENCE ANALYSIS

In this section, we analyze the convergence performance of
FedDeper. To derive the pertinent result, we start by applying
some common assumptions.

Assumption 1. β-smooth: for any y,y′ ∈ Rd, there holds

fi(y) ≤ fi(y′) + 〈∇fi(y′),y − y′〉+
β

2
‖y − y′‖2.

Assumption 2. Unbiased gradient & bounded variance: gi
is unbiased stochastic gradient, i.e., E[gi] = ∇fi, and its
variance is uniformly bounded, i.e., E‖gi −∇fi‖2 ≤ ς2.

Assumption 3. Bounded dissimilarity: for any x ∈ Rd, there
exists constants B2 ≥ 1, G2 ≥ 0 such that

1

n

∑
i∈N
‖∇fi(x)‖2 ≤ B2‖∇f(x)‖2 +G2.

All Assumptions 1-3 are wildly used in existing literatures
[5, 10]. We now introduce the following to illustrate the
convergence of our proposed algorithm†.

Theorem 1. Under Assumptions 1-3, by choosing ρ ≤ ηβ,
ητβ ≤ min{ 1

144B̃2
, 1

84
√
2
√
l1p+l

2
pB

2+l3pB̃
2
}, we have

1

K

∑K−1

k=0
E‖∇f(xk)‖2 ≤ 24Γ

ητK
+ 12ητβ

(
4G̃2 +

ς2

τm

)
+ 24η2τ2β2

(
(1120 +

160

p
)G̃2 + (1548 +

25

2p
+

97

6

+
75

2

(1− p)2

p2
)G2 + (330p+

40

mp
+

280

m
+

73

12
)
ς2

τ

)
+ 192η3τ3β3

(
3G2 +

ς2

τ

)
+ 96η4τ4β4

(
(3p+ 20q)ς2

pτ

+ 12G2

)
+ 576η5τ5β5

(
4G2 +

ς2

τ

)
+ 5760η6τ6β6 qς

2

pτ

where l1p := 15(1−p)2
49p2 , l2p := 1+ 25

3136p+ 75(1−p)2
3136p2 , l3p := 5

7+ 5
49p .

Besides, p := m
n , q := 5+75p+ 15(1−p)2

p , Γ := f(x0)−f(x∗),
B̃2 := 2B2( 1

m −
1
n ) + 1, G̃2 := 2G2( 1

m −
1
n ).

†The full proof is included in https://arxiv.org/pdf/2210.03444.pdf.

Corollary 1. In terms of Theorem 1, by choosing η ≤ ( m
τK )

1
2 ,

we have

1

K

∑K−1

k=0
E‖∇f(xk)‖2 ≤ O

(
Γ +mτG̃2 + ς2√

mτK

)
+O

(
mτḠ2 + ς2

K

)
+O

(
(mτ)

3
2 Ḡ2

K
3
2

)
+O

(
(mτ)2Ḡ2

K2

)
+O

(
(mτ)

5
2 Ḡ2

K
5
2

)
+O

(
(mτ)3ς2

K3

)
where O hides constants including β, and Ḡ2 := G2 + ς2

τ .

Remark 2. Combining with Theorem 1 and Corollary 1,
we find the smoothness parameter β, stochastic variance ς2,
the gradient dissimilarity G2 and the sampling ratio p = m

n
are the dominant factors affecting the convergence rate. Note
that sampling ratio p contains in the crucial low-order term
12ητβ(4G̃2 + ς2

τm ) with G̃2|p=1 = 0, mainly decides the im-
pact degree of dissimilarity G2 on the training in the dominant
convergence rate O( 1√

mτK
). Furthermore, penalty constant ρ

also implicitly influences the convergence in choosing learning
rate η due to the precondition ρ ≤ ηβ. Besides, the corollary
shows appropriately choosing η for Theorem 1 and ignoring
high-order terms, the convergence bound can be scaled as
O( 1√

mτK
), which meets the sublinear rate similar to works

on FedAvg and its variants [9, 10].

Theorem 2. Let 1
nτK

∑
i,j,k(·) average over all the indexes

i, j, k, in terms of Theorem 1, (i) for any λ ∈ [ 12 , 1), we have

1

nτK

∑
i,j,k
‖vki,j − x∗‖2 ≤ O(ξ0) +O(ε),

and (ii) for λ = 1, we have

1

nτK

∑
i,j,k
‖vki,j − x∗‖2 ≤ O(ε),

where O hides all constants, ξ0 := 1
nτ

∑
i,j E‖v0

i,j − x0‖2,
and ε := 1

K

∑K−1
k=0 E‖∇f(xk)‖2.

Remark 3. We here bound the gap between all personalized
solutions (vki,j)i,j,k and the global optimum x∗, and the result
in case (i) shows the personalized model converges around
x∗ in average with the radius O(ξ0) in terms of the initial
distance. While in case (ii) we indicate that the behavior
of the personalized model degenerates into the original local
model: it can converge to the global optimum by choosing an
infinitesimal learning rate as shown in Corollary 1.

V. PERFORMANCE EVALUATION

We first show the effect of crucial hyper-parameters on FL
performance, including penalty ρ, mixing rate λ, local steps τ ,
and communication rounds K. Then, we conduct aggregated
model x performance comparison experiments in both cross-
silo (n = 10) and cross-device (n = 100) scenarios. Finally,
we investigate the personalized models’ performance (vi)i∈N
in local testing.
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Fig. 3. Effect of Hyper-parameters: (i) using MNIST + MLP and the sampling
rate p = 0.5 with n = 10. (ii) the value of local step τ = 10 in (a)(b). (iii)
the total communication round K = 500 in (a)(b)(c) while the total iteration
Kτ = 1500 in (d). (iv) the penalty ρ = 0.03 in (b)(c)(d). (v) the mixing rate
λ = 0.5 in (a)(c)(d).
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Fig. 4. Convergence Rate Comparison using MNIST in Massive-Device
Scenario with n = 100: (i) for FedDeper, FedAvg, FedProx and SCAFFOLD,
the value of local step τ = 10, while for FedDeper*, τ = 5. (ii) the total
communication round K = 500. (iii) the sampling rate p = (a)(b) 0.05,
(c)(d) 0.1.

A. Experiment Setup

Basic Settings: Each client holds completely heterogeneous
raw data generated by non-iid splits as [4] (sorted data). Then
due to limited bandwidth, the server can only communicate to
a subset of clients per round. Besides, the learning rate η is
always set to 0.01.

TABLE I
TESTING ACCURACY COMPARISON IN MODERATE (A) n = 10 AND

MASSIVE (B) n = 100 CLIENT SCENARIOS

m Method (a) MNIST (b) MNIST (b) CIFAR-10

MLP CNN MLP CNN MLP CNN

5

Deper 94.92 96.13 92.17 95.84 48.84 68.19
Deper* 94.67 95.10 92.08 95.00 47.23 67.19
SCAF 94.52 94.20 93.04 90.45 49.17 64.11
Avg 89.19 90.34 87.64 89.86 45.22 56.28
Prox 86.19 86.83 82.94 87.17 44.36 49.20

10

Deper 95.28 96.88 93.70 96.55 51.05 71.27
Deper* 95.23 96.58 93.42 95.11 50.66 70.87
SCAF 95.32 95.64 92.86 91.39 51.72 66.57
Avg 89.86 93.73 87.88 90.06 49.95 60.84
Prox 88.77 91.11 84.02 87.36 48.53 54.80

Machine Learning Model and Dataset: Models: Multilayer
Perception (MLP) and Convolutional Neural Network (CNN)
with high non-convexity are used as the primary ML model.
Datasets: MNIST and CIFAR-10 as public datasets are used to
train ML models with the FL framework. Model Architectures
for Different Datasets: MLP always contains 2 hidden layers
with 512 and 256 neurons. For MNIST, CNN contains 2
convolutional layers with 32 and 64 3×3 filters followed by 2
fully connected layers with 1024 and 512 neurons. For CIFAR-
10, CNN contains 2 convolutional layers with 64 and 128 5×5
filters and 3 fully connected layers with 1024, 512 and 256
neurons.
Baselines: We compare FedDeper with the following baselines
to evaluate the convergence performance.
• FedAvg [4] is a classical FL method, which is the

prototype of FedDeper.
• FedProx [9] adds a proximal term as the regularizer to

FedAvg for dealing with heterogeneity, which can be
regarded as the analogue of our approach.

• SCAFFOLD [10], the state-of-art method that provably
improves the FL performance on non-iid data via cross-
client variance reduction but at the expense of double
communication overhead, which similarly globalizes lo-
cal gradients directly with control variables instead of
personalized models.

Besides, we also provide FedDeper* defined as a version
of FedDeper with half the local update steps to align the
computation costs with baselines.

B. Numerical Results

Effect of Hyper-parameters: The effect of ρ, λ, τ and K
are shown in Fig. 3. In (a), it is observed that ρ is limited
to the same order of magnitude as the learning rate η, and a
suitable setting exists to reach the performance upper bound
for a particular training environment, e.g., when ρ = 0.03,
the final performance is the best among the five. In (b), the
parameter λ yields a similar result as in (a). Besides, the
performance with the setting λ = 0.45 is provided to show
that the range of λ limited in Remark 1 is sufficient but
unnecessary. In (c), the result illustrates the effectiveness of



0 100 200 300 400 500
rounds

0

20

40

60

80

100
ac

cu
ra

cy

FedDeper PM
FedDeper GM
SCAFFOLD
FedAvg
FedProx

(a) Comparison with baselines

0 100 200 300 400 500
rounds

0

20

40

60

80

100

ac
cu

ra
cy

label class = 1
label class = 2
label class = 5
label class = 10

(b) FedDeper PM Generalization

Fig. 5. The top-1 testing accuracy using settings in Fig. 4 for personalized
models: for (a), PM = personalized model & GM = global model; for (b),
extra-label classes are added incrementally to the local testing dataset.

additional local update steps, namely the convergence speed
and final performance (w.r.t. aggregation rounds) improve
as τ increases. In (d), the reduction of aggregation rounds
leads to performance degradation, and the depersonalization
mechanism alleviates the objective drift resulting in a better
performance of FedDeper than the original FedAvg.
Global Performance on Common Testing Dataset: Fig. 4
depicts the global training losses varying with communication
rounds, which is used to compare the convergence rate of
our proposed method with baselines in various settings. In
particular, the proposed FedDeper is carefully tuned to reach
its theoretical convergence performance, the proximal constant
in FedProx is fixed to 1, and the FedAvg and SCAFFOLD
methods are unmodified and have no extra hyper-parameters.
As shown in the figure, in the massive-device scenario with
the low sampling rate, FedDeper has the lowest training loss
in all cases except (a), which outperforms almost all baselines
and illustrates the effectiveness of FedDeper in convergence
acceleration. Especially, FedDeper performs equally well as
the state-of-the-art SCAFFOLD in cases (a)(c) and much better
in (b)(d), with only half the communication overhead. Besides,
FedDeper is stabler than SCAFFOLD and FedAvg because of
the additional regularizer. Additionally, Table. I summarizes
the performance of all methods under fixed communication
rounds in different settings (including the setting in Fig.
4). And the results shows that the proposed FedDeper has
significant advantages over baselines across most cases.
Local Performance on Individual Testing Dataset: The
individual testing dataset on each client is generated by the
non-iid splits on the whole testing dataset, which holds only
one label class of data samples. Then Fig. 5(a) depicts the aver-
aged testing accuracy overall individual datasets evaluating the
local performance of FedDeper and baselines, where FedDeper
notably has two models at each client, i.e., global model
(GM) and personalized model (PM). It is illustrated that both
FedDeper GM and PM improve the FL performance compared
to baselines and that PM converges much faster than GM and
baselines experimentally in local testing. This fact validates
the statement in Theorem 2 that personalized models converge
around the global model. Moreover, we randomly add extra
label classes to each individual testing dataset to investigate the

PM generalization performance via averaged testing accuracy.
As shown in Fig. 5(b), PM performs well on the original
individual testing dataset with one label class. Then, as the
number of label classes increases, the performance deteri-
orates since PM is more learned from private data on the
client than information (about other classes) through model
aggregation. Besides, as the communication round increases,
overall performance improves in all cases, which shows that
model aggregation generalizes PM and enables it to classify
other label types missing from the original individual training
dataset.

VI. CONCLUSION

In this paper, a new FL method FedDeper was proposed to
improve performance on non-iid data by reversely using the
personalization techniques. Furthermore, the corresponding
convergence of GM and PM was proved and discussed. Fi-
nally, numerical results verified its advantages with the deper-
sonalization mechanism versus existing methods: (i) FedDeper
speeds up the FL convergence. (ii) FedDeper decouples the FL
model in each participator to yield apparent enhancements in
local testing.
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APPENDIX
Throughout this paper, we use

∑
i,j instead of

∑
i∈N

∑
j∈{0,1,...,τ−1} and use E[·] to denote the expectation of all random variables in square brackets.

Then to obtain the convergence bound of the algorithm, we introduce the requisite supporting definitions and lemmas as follows.

Definition 1 (Aggregation Gap). The aggregation gap between the k-th and k + 1-th rounds is defined as

∆xk := xk+1 − xk.

Definition 2 (Local Deviation). In the k-th round, the local deviation between the trained local models and global model is defined as

ζk =
1

n

∑
i∈N

E‖yki,τ − xk‖2.

Definition 3 (Average Deviation). In the k-th round, the average deviation between all local models and global model is defined as

ψk :=
1

nτ

∑
i,j

E‖yki,j − xk‖2.

Definition 4 (Personalized Deviation). In the k-th round, the variance between trained (and initial) personalized models and global model is defined as

ϕk :=
1

nτ

∑
i,j

E‖vki,j − xk‖2, ϕ̃k :=
1

nτ

∑
i,j

E‖vki,0 − xk‖2.

Lemma 1 (Bounded Aggregation Gap). The aggregation gap ∆xk := xk+1 − xk in any round holds as

E‖∆xk‖2 ≤ 4(η2β2 + ρ2)τ2ψk + 4ρ2τ2ϕk + 4η2τ2(G̃2 + B̃2E‖∇f(xk)‖2) +
η2τς2

m

where B̃2 := 2B2( 1
m
− 1
n

) + 1 and G̃2 := 2G2( 1
m
− 1
n

).

Proof. We directly bound the aggregation gap as the following

E‖xk+1 − xk‖2 =E‖
1

m

∑
i∈Uk

(η
∑τ

j=0
gki,j + ρ

∑τ

j=0
(vki,j + yki,j − 2xk))‖2

≤
4η2τ

n

∑
i,j

E‖∇fi(yki,j)−∇fi(xk)‖2 + 4η2τ2E‖
1

m

∑
i∈Uk

∇fi(xk)‖2

+
4ρ2τ

n

∑
i,j

E‖yki,j − xk‖2 +
4ρ2τ

n

∑
i,j

E‖vki,j − xk‖2 +
η2τς2

m

≤4(η2β2 + ρ2)τ2
1

nτ

∑
i,j

E‖yki,j − xk‖2 + 4ρ2τ2
1

nτ

∑
i,j

E‖vki,j − xk‖2

+ 4η2τ2(E‖∇f(xk)‖2 + 2(
1

m
−

1

n
)

1

n

∑
i
‖∇fi(x)‖2) +

η2τς2

m

≤4(η2β2 + ρ2)τ2
1

nτ

∑
i,j

E‖yki,j − xk‖2 + 4ρ2τ2
1

nτ

∑
i,j

E‖vki,j − xk‖2

+ 4η2τ2(E‖∇f(xk)‖2 + 2(
1

m
−

1

n
)(B2E‖∇f(x)‖2 +G2)) +

η2τς2

m

=4(η2β2 + ρ2)τ2ψk + 4ρ2τ2ϕk + 4η2τ2(G̃2 + B̃2E‖∇f(xk)‖2) +
η2τς2

m
,

where the first inequality holds in [6, 10] for separating mean and variance. Then we use triangle inequalities repeatedly to derive the result based on defined
variables.

Lemma 2 (Bounded Local Deviation). For any aggregation round k, the local deviation ζk is bounded by

ζk :=
1

n

∑
i∈N

E‖yki,τ − xk‖2 ≤ 4(η2β2 + ρ2)τ2ψk + 4ρ2τ2ϕk + 4η2τ2(G2 +B2E‖∇f(xk)‖2) + η2τς2

Proof. Applying the triangle inequality, we have

ζk =
1

n

∑
i
E‖yki,τ − xk‖2

≤
1

n

∑
i
E‖η

∑τ

j=0
gki,j + ρ

∑τ

j=0
(vki,j + yki,j − 2xk)‖2

≤
4η2τ

n

∑
i,j

E‖∇fi(yki,j)−∇fi(xk)‖2 +
4η2τ

n

∑
i,j

E‖∇fi(xk)‖2

+
4ρ2τ

n

∑
i,j

E‖yki,j − xk‖2 +
4ρ2τ

n

∑
i,j

E‖vki,j − xk‖2 + η2τς2

≤4(η2β2 + ρ2)τ2ψk + 4ρ2τ2ϕk + 4η2τ2(G2 +B2E‖∇f(xk)‖2) + η2τς2

Lemma 3 (Bounded Average Deviation). For any aggregation round k and any η, ρ satisfied η2β2 ≤ (1−ρ)2
12τ(τ−1)

, the average deviation ψk :=
1
nτ

∑
i,j E‖yki,j − xk‖2 is bounded by

ψk ≤12ρ2(1− ρ)2τ2ϕ̃k + 24(1− ρ)2ρ2η2τ4β2ϕk

+ (1 + 4ρ2τ2)6(1− ρ)2η2τ2(G2 +B2E‖∇f(xk)‖2) + (1 + 3ρ2τ2)2(1− ρ)2η2τς2.



Proof. We first provide the one-step result and then unroll it to get the upper-bound of ψk:

E‖yki,j − xk‖2 ≤E‖yki,j−1 − η∇fi(yki,j−1)− ρ(vki,j−1 + yki,j−1 − 2xk)− xk‖2 + η2ς2

≤(1 +
1

τ − 1
)(1− ρ)2E‖yki,j−1 − xk‖2 + τE‖η∇fi(yki,j−1) + ρ(vki,j−1 − xk)‖2 + η2ς2

≤((1 +
1

τ − 1
)(1− ρ)2 + 3η2β2τ)E‖yki,j−1 − xk‖2 + 3η2τE‖∇fi(xk)‖2 + 3ρ2τE‖vki,j−1 − xk‖2 + η2ς2

Averaging the above over index i, we have

1

n

∑
i
E‖yki,j − xk‖2

≤((1 +
1

τ − 1
)(1− ρ)2 + 3η2β2τ)

1

n

∑
i
E‖yki,j−1 − xk‖2 + 3η2τ

1

n

∑
i
E‖∇fi(xk)‖2

+ 3ρ2τ
1

n

∑
i
E‖vki,j−1 − xk‖2 + η2ς2

≤((1 +
1

τ − 1
)(1− ρ)2 + 3η2β2τ)

1

n

∑
i
E‖yki,j−1 − xk‖2 + 3η2τ

1

n

∑
i
E‖∇fi(xk)‖2

+ 3ρ2τ supj
1

n

∑
i
E‖vki,j − xk‖2 + η2ς2

≤
(∑

j
((1 +

1

τ − 1
)(1− ρ)2 + 3η2β2τ)j

)(
3η2τ

1

n

∑
i
E‖∇fi(xk)‖2 + 3ρ2τ supj

1

n

∑
i
E‖vki,j − xk‖2 + η2ς2

)
To make

∑
j((1 + 1

τ−1
)(1− ρ)2 + 3η2β2τ)j have the linear growth, we should check the inequality

∑
j
(1 +

1 + θ

τ − 1
)j =

(1 + 1+θ
τ−1

)τ − 1

1+θ
τ−1

:=
(1 + ω)τ − 1

ω
≤
eωτ − 1

ω
≤ Cω · τ

Where we set ω(τ) := 1+θ
τ−1

temporarily and then calculate the derivative of gω(τ) := eωτ−1
ω
− Cω · τ to yield the tight bound of Cω ,

g′ =(1 + (
τ

ω
−

1

ω2
)ω′)eωτ +

ω′

ω2
− Cω = (

1

1 + θ
−

1

τ − 1
)e

τ
τ−1

(1+θ) −
1

1 + θ
− Cω ≤ 0

Let θ = 1
4

which implies η2β2 ≤ (1−ρ)2
12τ(τ−1)

, we find the constant Cω ≤ 2 and then plug it back to the inequality,

1

n

∑
i
E‖yki,j − xk‖2 ≤ 2(1− ρ)2τ

(
3η2τ

1

n

∑
i
E‖∇fi(xk)‖2 + 3ρ2τ supj

1

n

∑
i
E‖vki,j − xk‖2 + η2ς2

)
≤6η2(1− ρ)2τ2

1

n

∑
i
E‖∇fi(xk)‖2 + 6ρ2(1− ρ)2τ2 supj

1

n

∑
i
E‖vki,j − xk‖2 + 2(1− ρ)2η2τς2

≤6η2(1− ρ)2τ2
1

n

∑
i
E‖∇fi(xk)‖2 + 12ρ2(1− ρ)2τ2

1

n

∑
i
E‖vki,0 − xk‖2

+ 24(1− ρ)2ρ2η2τ4β2ϕk + 24ρ2(1− ρ)2τ2η2τ2(G2 +B2E‖∇f(xk)‖2) + (1 + 3ρ2τ2)2(1− ρ)2η2τς2

The last inequality holds because we have the following

supj
1

n

∑
i
E‖vki,j − xk‖2 = supj

1

n

∑
i
E‖vki,0 − η

∑j−1

j′=0
gi(v

k
i,j′ )− xk‖2

≤2
1

n

∑
i
E‖vki,0 − xk‖2 + 2 supj

1

n

∑
i
E‖η

∑j−1

j′=0
∇fi(vki,j′ )‖

2 + η2τς2

≤2
1

n

∑
i
E‖vki,0 − xk‖2 + 2η2τ2

1

nτ

∑
i,j

E‖∇fi(vki,j)‖2 + η2τς2

≤2
1

n

∑
i
E‖vki,0 − xk‖2 + 4η2τ2β2ϕk + 4η2τ2(G2 +B2E‖∇f(xk)‖2) + η2τς2

Indeed
1

nτ

∑
i,j

E‖∇fi(vki,j)‖2 =
1

nτ

∑
i,j

E‖∇fi(vki,j)−∇fi(xk) +∇fi(xk)‖2

≤2
1

nτ

∑
i,j

E‖∇fi(vki,j)−∇fi(xk)‖2 + 2
1

nτ

∑
i,j

E‖∇fi(xk)‖2

Finally, we summarize as follows

1

nτ

∑
i,j

E‖yki,j − xk‖2 ≤ 6η2(1− ρ)2τ2
1

n

∑
i
E‖∇fi(xk)‖2 + 12ρ2(1− ρ)2τ2

1

n

∑
i
E‖vki,0 − xk‖2

+ 24(1− ρ)2ρ2η2τ4β2ϕk + 24ρ2(1− ρ)2η2τ4(G2 +B2E‖∇f(xk)‖2) + (1 + 3ρ2τ2)2(1− ρ)2η2τς2,

which implies the result in the lemma.

Lemma 4 (Bounded Personalization Deviation). For any aggregation round k, the personalized deviation ϕk is bounded by

ϕk ≤ 2ϕ̃k + 4η2τ2β2ϕk + 2η2τ2(G2 +B2E‖∇f(xk)‖2) + η2τς2



where for any constant c > 0 we also have the bounded initial one

ϕ̃k :=
1

nτ

∑
i,j

E‖vki,0 − xk‖2

≤((1− p)(1 + c) + 2p(1− λ)2)ϕ̃k−1 + (1 + 7p)E‖∆xk−1‖2 + (1− p)
1

c
E‖E[∆xk−1]‖2

+ 8p(1− λ)2η2τ2β2ϕk−1 + 8p(1− λ)2η2τ2(G2 +B2E‖∇f(xk−1)‖2) + 8pλ2ζk−1 + p(1− λ)2η2τς2

Proof. We directly process the variable with the triangle inequality

ϕk =
1

nτ

∑
i,j

E‖vki,j − xk‖2

=
1

nτ

∑
i,j

E‖vki,0 − η
∑j−1

j′=0
∇fi(vki,j′ )− xk‖2 +

(1 + τ)

2
η2ς2

≤2
1

nτ

∑
i,j

E‖vki,0 − xk‖2︸ ︷︷ ︸
T1:=ϕ̃k

+2
1

nτ

∑
i,j

E‖η
∑j−1

j′=0
∇fi(vki,j′ )‖

2︸ ︷︷ ︸
T2

+η2τς2
(7)

Then we bound term T1 and T2 respectively. Firstly, we assert T1 := ϕ̃k can be bounded by

ϕ̃k ≤((1− p)(1 + c) + 2p(1− λ)2)ϕ̃k−1 + (1 + 7p)E‖∆xk−1‖2 + (1− p)
1

c
E‖E[∆xk−1]‖2

+ 8p(1− λ)2η2τ2β2ϕk−1 + 8p(1− λ)2η2τ2(G2 +B2E‖∇f(xk−1)‖2) + 8pλ2ζk−1 + p(1− λ)2η2τς2
(8)

Sequentially, we calculate T2 as follows

T2 =
1

nτ

∑
i,j

E‖η
∑j−1

j′=0
∇fi(vki,j′ )‖

2

≤2
1

nτ

∑
i,j

E‖η
∑j−1

j′=0
(∇fi(vki,j′ )−∇fi(x

k))‖2 + 2η2
1

nτ

∑
i,j
j2E‖∇fi(xk)‖2

≤2η2τ2
1

nτ

∑
i,j

E‖∇fi(vki,j)−∇fi(xk)‖2 + 2η2τ2
τ(τ − 1)(2τ − 1)

6τ3
1

n

∑
i
E‖∇fi(xk)‖2

≤2η2τ2β2ϕk + η2τ2(G2 +B2E‖∇f(xk)‖2)

(9)

Having established (8) and (9), we can now plug them back to (7) and derive the bound asserted in Lemma 4:

ϕk ≤ 2ϕ̃k + 4η2τ2β2ϕk + 2η2τ2(G2 +B2E‖∇f(xk)‖2) + η2τς2

Now we prove the assertion (8).

ϕ̃k =T1 =
1

nτ

∑
i,j

E‖vki,0 − xk‖2

=(1− p)
1

n

∑
i
E‖vk−1

i,0 − xk‖2 + p
1

n

∑
i
E‖(1− λ)vk−1

i,τ + λyk−1
i,τ − xk‖2

≤(1− p)
1

n

∑
i
E(‖vk−1

i,0 − xk−1‖2 + 2∆xk−1 · (vk−1
i,0 − xk−1) + ‖∆xk−1‖2)︸ ︷︷ ︸

T1,1

+ p
1

n

∑
i
E ‖(1− λ)vk−1

i,τ + λyk−1
i,τ − xk‖2︸ ︷︷ ︸

T1,2

Bounding the two temporary terms with any c > 0

T1,1 =E‖vk−1
i,0 − xk−1‖2 + 2E[∆xk−1 · (vk−1

i,0 − xk−1)] + E‖∆xk−1‖2

≤E‖vk−1
i,0 − xk−1‖2 + E[

1

c
‖E[∆xk−1]‖2 + c‖vk−1

i,0 − xk−1‖2] + E‖∆xk−1‖2

≤(1 + c)E‖vk−1
i,0 − xk−1‖2 +

1

c
E‖E[∆xk−1]‖2 + E‖∆xk−1‖2

where we apply AM-GM and Cauchy-Schwarz inequalities in the first inequality.

T1,2 ≤2(1− λ)2‖vk−1
i,0 − xk−1‖2 + 8(1− λ)2η2τ

∑
j
‖∇fi(vk−1

i,j )−∇fi(xk−1)‖2 + 8(1− λ)2η2τ2‖∇fi(xk−1)‖2

+ 8λ2‖yk−1
i,τ − xk−1‖2 + 8‖∆xk−1‖2 + (1− λ)2η2τς2

Finally, we obtain the assertion.

ϕ̃k ≤(1− p)
1

n

∑
i

(
(1 + c)E‖vk−1

i,0 − xk−1‖2 +
1

c
E‖E[∆xk−1]‖2 + E‖∆xk−1‖2

)
+ p

1

n

∑
i
E
[
2(1− λ)2‖vk−1

i,0 − xk−1‖2 + 8(1− λ)2η2τ
∑

j
‖∇fi(vk−1

i,j )−∇fi(xk−1)‖2

+ 8(1− λ)2η2τ2‖∇fi(xk−1)‖2 + 8λ2‖yk−1
i,τ − xk−1‖2 + 8‖∆xk−1‖2 + (1− λ)2η2τς2

]
≤((1− p)(1 + c) + 2p(1− λ)2)ϕ̃k−1 + (1 + 7p)E‖∆xk−1‖2 + (1− p)

1

c
E‖E[∆xk−1]‖2

+ 8p(1− λ)2η2τ2β2ϕk−1 + 8p(1− λ)2η2τ2(G2 +B2E‖∇f(xk−1)‖2) + 8pλ2ζk−1 + p(1− λ)2η2τς2



Lemma 5 (Estimating Sequence with Bounded Deviation). For any constant ε ∈ R+, if there holds λ ≥ 1
2

, ρ ≤ ηβ, and ητβ ≤ min{ 1
10
, 1
2
√
3

( p
2q

)
1
4 },

we have the following

1

ε
ητβϕk +

20

ε
(
1

p
−

1

8
)ητβϕ̃k ≤

1

ε
ητβϕk−1 +

20

ε
(
1

p
−

1

8
)ητβϕ̃k−1 + (−

5

12
(1−

1

8
p))

1

ε
ητβϕ̃k−1

+ ((24cpqη
4τ4β4 +

12cp(1− p)2

p
+ 4cp + 62cpp)η

2τ2β2 − 1)
1

ε
ητβϕk−1

+ (cpQB
2 +

12cp(1− p)2

p
+ 4cp(1 + 7p)B̃2)

1

ε
η3τ3βE‖∇f(xk−1)‖2 +

25

12

1

ε
η3τ3βB2E‖∇f(xk)‖2

+ (
33cpp

4
+

(1 + 7p)cp

m
+

25

24
)
1

ε
η3τ2βς2 + 2cpq

1

ε
η5τ4β3ς2 + 6cpq

1

ε
η7τ6β5ς2

+ (cpQ+
25

12
)
1

ε
η3τ3βG2 + 4cp(1 + 7p)

1

ε
η3τ3βG̃2

where cp := 20( 1
p
− 1

48
), q := 5 + 75p+

15(1−p)2
p

, and Q := 6qη2β2τ2(1 + 4η2β2τ2) + 34p ≤ 1
3

+ 39p+
(1−p)2
p

.

Proof. Let c := p
3(1−p) mentioned in Lemma 2, for any h1, h2 ≥ 0, there holds

h1ϕ
k + h2ϕ̃

k ≤
h1

1− 4η2τ2β2
(2η2τ2(G2 +B2E‖∇f(xk)‖2) + η2τς2)

+ (
2h1

1− 4η2τ2β2
+ h2)(((1− p)(1 + c) + 2p(1− λ)2)ϕ̃k−1 + (1 + 7p)E‖∆xk−1‖2

+ (1− p)
1

c
E‖E[∆xk−1]‖2 + 8p(1− λ)2η2τ2β2ϕk−1 + 8p(1− λ)2η2τ2(G2 +B2E‖∇f(xk−1)‖2)

+ 8pλ2ζk−1 + p(1− λ)2η2τς2)

≤h1ϕk−1 + h2ϕ̃
k−1 + h′2Qη

2τ2G2 + 2h′1η
2τ2G2 + h′24(1 + 7p)η2τ2G̃2

+ (h′2(1−
1

6
p+ 12qη4β4τ4)− h2)ϕ̃k−1 + (h′2(24qη4τ4β4 +

12(1− p)2

p
+ 4 + 62p)η2τ2β2 − h1)ϕk−1

+ h′2(QB2 +
12(1− p)2

p
+ 4(1 + 7p)B̃2)η2τ2E‖∇f(xk−1)‖2 + 2h′1η

2τ2B2E‖∇f(xk)‖2

+ h′1η
2τς2 + h′2(

33

4
pη2τς2 + 2qη2β2τ2(1 + 3η2β2τ2)η2τς2 + (1 + 7p)

η2τς2

m
)

where h′1 := h1
1−4η2τ2β2 and h′2 := 2h′1 + h2, then let h1 := 1

ε
ητβ, h2 := 20

ε
( 1
p
− 1

8
)ητβ, h′1 := 25

24ε
ητβ, and h′2 := 20

ε
( 1
p
− 1

48
)ητβ, we have

1

ε
ητβϕk +

20

ε
(
1

p
−

1

8
)ητβϕ̃k ≤

1

ε
ητβϕk−1 +

20

ε
(
1

p
−

1

8
)ητβϕ̃k−1 + (−

5

12
(1−

1

8
p))

1

ε
ητβϕ̃k−1

+ ((24cpqη
4τ4β4 +

12cp(1− p)2

p
+ 4cp + 62cpp)η

2τ2β2 − 1)
1

ε
ητβϕk−1

+ (cpQB
2 +

12cp(1− p)2

p
+ 4cp(1 + 7p)B̃2)

1

ε
η3τ3βE‖∇f(xk−1)‖2 +

25

12

1

ε
η3τ3βB2E‖∇f(xk)‖2

+ (
33cpp

4
+

(1 + 7p)cp

m
+

25

24
)
1

ε
η3τ2βς2 + 2cpq

1

ε
η5τ4β3ς2 + 6cpq

1

ε
η7τ6β5ς2

+ (cpQ+
25

12
)
1

ε
η3τ3βG2 + 4cp(1 + 7p)

1

ε
η3τ3βG̃2

Having established preceding lemmas, we can derive the convergence result of the recursive form.

Lemma 6 (One round progress). Suppose that ρ ≤ ηβ, ητβ ≤ min{ 1
144B̃2 ,

1

84
√
2
√
l1p+l

2
pB

2+l3pB̃
2
}, we have

E[f(xk + ∆xk)] + 2ητβ2ϕk+1 + 40(
1

p
−

1

8
)ητβ2ϕ̃k+1

≤f(xk) + 2ητβ2ϕk + 40(
1

p
−

1

8
)ητβ2ϕ̃k −

1

24
ητE‖∇f(xk)‖2

+
25

6
η3τ3β2B2

(
E‖∇f(xk+1)‖2 − E‖∇f(xk)‖2

)
+ η2τ2β

(
2G̃2 +

1

2

ς2

τm

)
+ η3τ3β2

(
(1120 +

160

p
)G̃2 + (1548 +

25

2p
+

75

2

(1− p)2

p2
+

97

6
)G2 + (330p+

40

mp
+

280

m
+

73

12
)
ς2

τ

)
+ η4τ4β3

(
24G2 +

8ς2

τ

)
+ η5τ5β4

(
48G2 +

(12p+ 80q)ς2

pτ

)
+ η6τ6β5

(
96G2 +

24ς2

τ

)
+ η7τ7β6 240q

p

ς2

τ

where l1p :=
15(1−p)2

49p2
, l2p := 1 + 25

3136p
+

75(1−p)2
3136p2

, and l3p := 5
7

+ 5
49p

.



Proof. We begin with the property of smoothness directly. For any ε > 0, there holds

E[f(xk + ∆xk)]− f(xk) ≤ ∇f(xk) · E[∆xk] +
β

2
E‖∆xk‖2

≤−∇f(xk) · E[
1

m

∑
i∈Uk

(η
∑τ

j=0
gki,j + ρ

∑τ

j=0
(vki,j + yki,j − 2xk))] +

β

2
E‖∆xk‖2

≤−
1

2
ητ
(
E‖∇f(xk)‖2 − β2ψk

)
+

1

2
ρτ

(
ε

2
E‖∇f(xk)‖2 +

2

ε
ϕk
)

+
1

2
ρτ

(
ε

2
E‖∇f(xk)‖2 +

2

ε
ψk
)

+
β

2
E‖∆xk‖2

≤− (
1

2
ητ −

ε

2
ρτ)E‖∇f(xk)‖2 + (

1

2
ητβ2 +

1

ε
ρτ + 2β(η2β2 + ρ2)τ2)ψk

+ (
1

ε
ρτ + 2βρ2τ2)ϕk + 2βη2τ2(G̃2 + B̃2E‖∇f(xk)‖2) +

β

2

η2τς2

m

≤(−
1

6
ητ + 2βη2τ2B̃2 + 12(1 + 2ηβτ)(1 + 4η2β2τ2)η3τ3β2B2)E‖∇f(xk)‖2

+ 24(1 + 2ηβτ)η3τ3β4ϕ̃k + (
3

2
ητβ2 + 2βη2β2τ2)ϕk + 48(1 + 2ηβτ)η5τ5β6ϕk

+ 2βη2τ2G̃2 + 12(1 + 2ηβτ)(1 + 4η2β2τ2)η3τ3β2G2 +
β

2

η2τς2

m
+ 4(1 + 2ηβτ)(1 + 3η2β2τ2)η3τ2β2ς2

(10)

where in the last inequality, we use ε := 2
3β

and Lemmas 2-4. Then, we add 4
3

of Lemma 5 to each side of (10) to derive

E[f(xk + ∆xk)] + 2ητβ2ϕk+1 + 40(
1

p
−

1

8
)ητβ2ϕ̃k+1

≤f(xk) + 2ητβ2ϕk + 40(
1

p
−

1

8
)ητβ2ϕ̃k − (

1

24
ητ − P1)E‖∇f(xk)‖2 + P2ϕ̃

k + P3ϕ
k

+
25

6
η3τ3β2B2

(
E‖∇f(xk+1)‖2 − E‖∇f(xk)‖2

)
+ η2τ2β

(
2G̃2 +

1

2

ς2

τm

)
+ η3τ3β2

(
(1120 +

160

p
)G̃2 + (1548 +

25

2p
+

75

2

(1− p)2

p2
+

97

6
)G2 + (330p+

40

mp
+

280

m
+

73

12
)
ς2

τ

)
+ η4τ4β3

(
24G2 +

8ς2

τ

)
+ η5τ5β4

(
48G2 +

(12p+ 80q)ς2

pτ

)
+ η6τ6β5

(
96G2 +

24ς2

τ

)
+ η7τ7β6 240q

p

ς2

τ
.

(11)

We use ητβ ≤ min{ 1
144B̃2 ,

1

84
√
2
√
l1p+l

2
pB

2+l3pB̃
2
} to guarantee Pi ≤ 0, i = 1, 2, 3, where polynomials w.r.t. η have the following

P1 :=−
1

8
ητ + 2βη2τ2B̃2 + (20B2 + 2cpQB

2 +
24cp(1− p)2

p
+ 8cp(1 + 7p)B̃2)η3τ3β2

− (1 +
4n

m
)256η3τ3β2(2(

n

m
+ p− 2) + (

2m

n

(1− λ)2

τ2
+

8m

n
λ2)B2 + (1 +

7m

n
)B̃2 + 150lη2τ2β2B2)

P2 :=24(1 + 2ηβτ)η3τ3β4 + (−
5

6
(1−

1

8
p))ητβ2

P3 :=(
3

2
ητβ2 + 2βη2β2τ2) + 48(1 + 2ηβτ)η5τ5β6 + ((24cpqη

4τ4β4 +
12cp(1− p)2

p
+ 4cp + 62cpp)η

2τ2β2 − 1)2ητβ2

Finally, we obtain the result by simplifying the formula (11).

Using Lemma 6, we easily obtain the convergence bound of FedDeper in the sense of Cesàro means.

Theorem 1′. Suppose that each loss function (fi) meets Assumptions 1, 2, and 3(i). Then the proposed FL method satisfies:

1

K

∑K−1

k=0
E‖∇f(xk)‖2 ≤

24Γ

ητK
+ 12ητβ

(
4G̃2 +

ς2

τm

)
+ 24η2τ2β2

(
(1120 +

160

p
)G̃2 + (1548 +

25

2p
+

75

2

(1− p)2

p2
+

97

6
)G2 + (330p+

40

mp
+

280

m
+

73

12
)
ς2

τ
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+ 192η3τ3β3
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3G2 +

ς2

τ

)
+ 96η4τ4β4

(
12G2 +

(3p+ 20q)ς2

pτ

)
+ 576η5τ5β5

(
4G2 +

ς2

τ

)
+ 5760η6τ6β6 qς

2

pτ

where Γ := f(x0)− f(x∗), B̃2 := 2B2( 1
m
− 1
n

) + 1 and G̃2 := 2G2( 1
m
− 1
n

).

Proof. For the sake of convenience, we let Fk := f(xk) + 2ητβ2ϕk + 40( 1
p
− 1

8
)ητβ2ϕ̃k . Then we rewrite Lemma 6 as follows

1

24
ητE‖∇f(xk)‖2 ≤ Fk − Fk+1 +

25

6
η3τ3β2B2

(
E‖∇f(xk+1)‖2 − E‖∇f(xk)‖2

)
+ η2τ2β

(
2G̃2 +

1

2

ς2

τm

)
+ η3τ3β2

(
(1120 +

160

p
)G̃2 + (1548 +

25

2p
+

75

2

(1− p)2

p2
+

97

6
)G2 + (330p+

40

mp
+

280

m
+

73

12
)
ς2

τ

)
+ η4τ4β3

(
24G2 +

8ς2

τ

)
+ η5τ5β4

(
48G2 +

(12p+ 80q)ς2

pτ

)
+ η6τ6β5

(
96G2 +

24ς2

τ

)
+ η7τ7β6 240q

p

ς2

τ



Directly we establish the convergence rate by averaging over k on both sides of the preceding.

Theorem 2′. Let 1
nτK

∑
i,j,k(·) average over all the indexes i, j, k, (i) in terms of Theorem 1, for any λ ∈ [ 1

2
, 1], we have

1

nτK

∑
i,j,k
‖vki,j − x∗‖2 ≤ O(ξ0) +O(ε),

and (ii) in terms of Corollary 1, for λ = 1, we have
1

nτK

∑
i,j,k
‖vki,j − x∗‖2 ≤ O(ε),

where O hides all constants, ξ0 := 1
nτ

∑
i,j E‖v0

i,j − x0‖2, and ε := 1
K

∑K−1
k=0 E‖∇f(xk)‖2.

Proof. We directly start by bounding the following term with the triangle inequality

1

nτK

∑
i,j,k
‖vki,j − x∗‖2 ≤

1

nτK

∑
i,j,k

(
‖vki,j − x∗‖2 + 20(

1

p
−

1

8
)‖vki,0 − x∗‖2

)
=

1

K

∑
k

1

nτ

∑
i,j
‖vki,j − x∗‖2 + 20(

1

p
−

1

8
)

1

K

∑
k

1

n

∑
i
‖vki,0 − x∗‖2

= 2
1

K

∑
k

(ϕk + 20(
1

p
−

1

8
)ϕ̃k)︸ ︷︷ ︸

=ξk

+4
1

K

∑
k
‖xk − x∗‖2 ≤ 2

1

K

∑
k
ξk +

4

β2
ε,

where the last inequality is due to the smoothness of f(·) with parameter β. Then by using Lemma 5 with ε := ητβ, we have

1

K

∑K−1

k=0
ξk ≤ ξ0 − ξK + (1−

1

48
p)

1

K

∑K−1

k=0
ξk + 2cpqη

4τ3β2ς2 + 6cpqη
6τ5β4ς2

+ (
12cp(1− p)2

p
+ 4cp(1 + 7p)B̃2 + cpQB

2 +
25

12
B2)η2τ2

1

K

∑K−1

k=0
E‖∇f(xk)‖2

+ (
33cpp

4
+

(1 + 7p)cp

m
+

25

24
)η2τς2 + η2τ2((cpQ+

25

12
)G2 + 4cp(1 + 7p)G̃2),

where ξ0 = ϕ0 + 20( 1
p
− 1

8
)ϕ̃0 = 1

nτ

∑
i,j E‖v0

i,j −x0‖2 + 20( 1
p
− 1

8
) 1
n

∑
i E‖v0

i,0−x0‖2 = 1
nτ

∑
i,j E‖v0

i,j −x0‖2. Finally we scale 1
K

∑
k ξ

k as

1

K

∑K−1

k=0
ξk ≤

1

p
O
(
ξ0 +

mτε

K
(
(1− p)2

p2
+ (1 +

1

p
)B̃2 + (1 +

1

p
)B2) +

mτ

K
(1 +

1

mp
+

1

m
)
ς2

τ
+
mτ

K
((1 +

1

p
)G2

+ (1 +
1

p
)G̃2) + (

mτ

K
)2(1 +

1

p
+

(1− p)2

p2
)
β2ς2

τ
+ (

mτ

K
)3(1 +

1

p
+

(1− p)2

p2
)
β4ς2

τ

)
≤O(ξ0) +

1

p
O
(
mτε

K
(1 +B2) +

mτ

K
(1 +

1

m
)
ς2

τ
+
mτ

K
G2 + (

mτ

K
)2
β2ς2

τ
+ (

mτ

K
)3
β4ς2

τ

)
We complete part (i) by using O(ε) to swallow the second part in the RHS of the last inequality. While part (ii) is trivial with (i), which is omitted in the
proof.


	I Introduction
	II Preliminaries and Backgrounds
	III Federated Learning with Depersonalization
	III-A Decoupling Global and Local Updating
	III-B Using Local Information Reversely with Regularizer
	III-C Retaining Historical Information for Personalized Model
	III-D Procedure of FedDeper and Further Discussion

	IV Convergence Analysis
	V Performance Evaluation
	V-A Experiment Setup
	V-B Numerical Results

	VI Conclusion
	Appendix

