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Abstract—Allocating physical layer resources to users
based on channel quality, buffer size, requirements and
constraints represents one of the central optimization prob-
lems in the management of radio resources. The solution
space grows combinatorially with the cardinality of each
dimension making it hard to find optimal solutions using an
exhaustive search or even classical optimization algorithms
given the stringent time requirements. This problem is
even more pronounced in MU-MIMO scheduling where
the scheduler can assign multiple users to the same time-
frequency physical resources. Traditional approaches thus
resort to designing heuristics that trade optimality in favor
of feasibility of execution. In this work we treat the MU-
MIMO scheduling problem as a tree-structured combinato-
rial problem and, borrowing from the recent successes of
AlphaGo Zero, we investigate the feasibility of searching
for the best performing solutions using a combination of
Monte Carlo Tree Search and Reinforcement Learning. To
cater to the nature of the problem at hand, like the lack
of an intrinsic ordering of the users as well as the im-
portance of dependencies between combinations of users,
we make fundamental modifications to the neural network
architecture by introducing the self-attention mechanism. We
then demonstrate that the resulting approach is not only
feasible but vastly outperforms state-of-the-art heuristic-
based scheduling approaches in the presence of measurement
uncertainties and finite buffers.

I. INTRODUCTION

Multi-User MIMO (MU-MIMO) is a technology that
has the potential to considerably improve the spectral
efficiency of wireless systems by superimposing differ-
ent users transmissions over the same time/frequency
resources. However, this comes at the cost of reduced
Signal to Interference and Noise Ratio (SINR) for the
co-scheduled users caused by interference between the
users that can severely limit the achievable gains unless
adequate signal processing and transmission techniques
are used to mitigate it. Resource allocation strategies, in
deciding which users to schedule together, play a fun-
damental role in maximizing the gain of non-orthogonal
access techniques like MU-MIMO. However, a variety
of variables need to be taken into account when per-
forming such allocation: buffer state, QoS requirements,
signaling limitations, power limitations, channel condi-
tions, etc. In particular, the channel, whose characteristics
vary greatly in time, frequency and space, represents a
fundamental variable to take into account if consider-
able gains should be achieved. For example, users with
similar channels are more likely to interfere with each
other and should therefore not be multiplexed in the

time/frequency domain. At the same time the variability
of the channel, together with the need to consider other
variables as well as numerous constraints dramatically
increase the complexity of the solution. Therefore, the
common approach in the literature has been to design
suboptimal heuristic algorithms that balance complexity
and performance.

In [m], the authors provide an excellent in-depth re-
view of prior work on scheduling for MU-MIMO. Here,
current scheduling methods are split into Classical Opti-
mization, Metaheuristic Optimization and Aggregated Utility
Based Selection. The first two classes suffer from high
computational complexity and are considered too de-
manding for real-time operation. The third class contains
the Direct methods that directly maximize a utility func-
tion, as well as the Indirect methods that first calculate
a compatibility metric and then use it for optimization.
This last class is where most real-time implementations,
including the baseline in this work, belong.

In this work we treat scheduling as a tree-structured
combinatorial problem. Imposing a tree structure on
the scheduling problem opens the door for a variety
of well established tree-search techniques that are often
combined with domain-specific heuristics to speed up
the search. In our work we take an approach based
on Monte Carlo Tree Search (MCTS) and model-based
Reinforcement Learning (RL) that enables us to break
free of heuristics and, instead, ”learn to search” for
solutions within the tree. This approach is heavily in-
spired by AlphaGo Zero [2], inarguably regarded as
one of the most significant achievements in Al in recent
years. However, it is significantly modified to cater to
the nature of the problem at hand. In particular, the
lack of an intrinsic ordering of users and the impor-
tance of dependencies between combinations of users
calls for adaptations in the neural network architecture.
By introducing self-attention in the neural network we
design an architecture that can handle the combinatorial
explosion of user permutations efficiently. The result is
an effective scheduler that vastly outperforms advanced
heuristic-based scheduling algorithms in the presence of
measurement uncertainties and finite buffers.

II. SCHEDULING FRAMEWORK

In the following we formulate the scheduling process
as a Markov Decision Process (MDP) applied to a tree.
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Then we show how to use MCTS combined with RL to
solve such MDP.

A. Scheduling as a Markov Decision Process

An episodic MDP can be summarized as
s',r + E(s,a)

where E is an episodic simulator that given the current
state s and the action taken in that state a as input,
returns a new state s’ and a corresponding reward r.
The sequential formulation can be easily imposed within
one scheduling episode by iterating over the subbands
following an arbitrary order and selecting the users
to assign to each subband. The mapping of users to
subbands can be visualized as a tree (see Fig. @) with
the depth equal to the number of subbands Ngypband-
The branching factor of the tree corresponds to the
cardinality of the action space A, that is, all the possible
ways of selecting a maximum of M users out of the total
Nyser, can be computed as:

o Nuser +1
|A—( v )

The number of tree leaves (i.e., the terminal states of
each episode, where the reward is collected) represents
the cardinality of the solution space S, computed as

‘S‘ — ‘A|Nsubband

For a scenario with 4 users and 10 subbands the size of
the solution space is |S| = 10'°, well beyond what can
be handled by any traditional search technique.

1+2

Fig. 1: The search starts from the root state with no
subband allocated. In the example the first and second
subbands are allocated to both user 1 and 2, whereas
the third subband is allocated to user 1 alone.

The state consists of two parts. The first part is an
environment state which contains channel state (for each
combination of user and subband) and buffer state (per
user). This part is sampled when the environment is
created and does not change during the episode. The
second part is the episode state which is more dynamic
and changes depending on the actions taken earlier in
the episode. This part consists of an allocation matrix
that indicates which users have been assigned to each
subband. Both the environment state and the episode
state are required for a policy to take correct actions.

It is important to note that even if the search is
done sequentially over subbands, the state contains the
information needed to make globally optimal decisions.

B. Sampling of the Environment State

The environment state, consisting of the channel and
the buffer state, is sampled when an environment is
created. First the channel state is sampled from users
distributed uniformly across the system area as outlined
in Section [[II-Al Next, the channel realization for each
user is computed using the channel model described in
Section[[lI-Bl The output is the channel realizations in the
time domain (i.e. the channel impulse response) which
is converted to the frequency domain using an FFT
and represented as a complex matrix with dimensions
Nuser X Ngupband X Nrx X Nix. The last step is to sample
the buffer state for each user by utilizing the simplistic
traffic model outlined in Section This gives the
buffer state (i.e. the number of bits in the downlink
buffer) for each user.

C. Monte Carlo Tree Search

MCTS is a family of algorithms tackling the complex-
ity of searching in large tree-structured search problems
by using Monte Carlo simulations. The results of such
simulations are then used to iteratively focus the strategy
towards more promising regions of the search space.

The search tree is progressively built starting from the
root node through: selection of one of the child nodes,
expansion of a non-terminal child node (if such node has
unvisited children), simulation from the newly visited
child node to a leaf node, backpropagation of the reward
collected at the leaf node to update the statistics of the
nodes in the path to the leaf.

The node statistics are updated as a function of at
least two variables: the visit count and the reward value.
Such statistics are provided as input to the tree policy,
i.e. the policy that determines the first two phases of
selection and expansion. A pivotal moment in the history
of MCTS took place in 2006 when Upper Confidence
Bound for Trees (UCT) [3] was proposed. In UCT the
tree is explored by selecting the node that maximizes

UCT(s,a) = Q(s,a) + U(s,a)

2InN(s)
N(s,a) ’

where R(s,a) is the average reward accumulated from
the node with state s when choosing action a (a given
arm), N(s,a) is the number of times action a has been
selected and N(s) is the overall number of visits to the
node so far. UCT can thus be seen as the combination
of a term Q(s,a) that encourages exploitation of higher-
reward choices and U(s,a) that encourages exploration
of less visited choices. The constant cpyct is used to adjust
the balance of exploration and exploitation.

= F(S/ Cl) + 2Cpuct



Even though the Monte Carlo simulations arise out of
the necessity of traversing very large trees, many real
world scenarios still remain out of reach due to the
large combinatorial spaces and limited computational
and time constraints. These limitations have often been
addressed by using domain-specific heuristics (on top
of UCT-like policies) to bias action selection and further
reduce the search space. Such heuristics can either re-
duce the depth of the search tree (by replacing the first
term Q(s,a) with an estimation Q(s,a)) or the breadth
of the search tree (by acting on the second term U(s,a)
excluding actions unlikely to lead to good outcomes).

The innovation introduced by [2] consists of adopting
deep learning techniques to learn the Q-value function
and the policy 7t from simulation and using the learned
function inside the UCT formula. This approach dramat-
ically improves the capability of the algorithm to focus
on promising regions (i.e., best-first) of the search space
without the need for domain-specific heuristics. This is
possible because the deep neural network producing the
functions Q and 7t does not learn independently for each
node in the tree (as it is the case of the local statistics of
UCT). Instead, the same neural network is used across
the tree allowing the experience of all nodes in the tree
to be aggregated into a single function.

In [2] the UCT formula was modified as follows to
incorporate the output of the neural network:

UCT(s,a) = Q(s,a) + U(s,a)

/N(s,a’
= Q(s,a) + cpuctP(s,a) EFHT(;(I))’
where Q(s,a) is the action-value prediction made by the
neural network and P(s,a) = 7t(als) is the action prior
probability given by the policy function.

D. Decision Evaluation

In this section we describe the method for calculating
the reward, i.e. the performance metric to be optimized.
We use the proportional fair metric to measure perfor-
mance, but many other metrics, like sum throughput or
minimum throughput could be used instead. The input
is the environment state together with the final episode
state (i.e. the scheduling decision).

The first step is to calculate the precoder for each
user and subband. Precoder calculation is based on the
Signal-to-Leakage-and-Noise Ratio (SLNR) [4] and tries
to balance the signal power to the wanted user with the
suppression of interference from co-scheduled users. The
precoder wy ; is calculated using

-1

1
wijo [T+ — Y HjHL | Hyj, (1)
" iZk

and normalized to unit power. Here, Hy ; is the channel
matrix for user k and subband j, AH denotes the Hermi-
tian transpose of A and o2 is the noise variance. Only the

Algorithm 1 Decision Evaluation

Input: Environment state and Episode state

Calculate the:

1. Precoder for each user and subband (Eq. @)

2. SINR for each user and subband (Eq.[2)

3. Transport Block Size (TBSy) for each user

4. Block Error Probability (BLEP) for each user [6]

5. Throughput for each user (Eq.

6. PF metric for each user (Eq. @)

7. Reward as the total PF metric scaled by a constant (Eq. [5)

transmitting users selected by the scheduling decision
should be included in the sum in Eq. (@). In this work
we restrict it to two co-scheduled users. Hence there can
be only one interfering user for a given subband.

Next, the SINR per user and subband is calculated as

2

[

SINRk,] = ’2. (2)
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Based on the SINR the Transport Block Size (TBS) for
each user is calculated. This is done using a simple link
adaptation algorithm that tries to find the largest TBS for
the given allocation that satisfies the Block Error Prob-
ability BLEP; < 0.1. The set of available TBSes for each
allocation size are taken from [5, Table 7.1.7.2.1-1]. The
Mutual Information (MI) model [6] is used to calculate
the BLEP for user k.

Next, the rate for user k is calculated by scaling the
TBS with the success probability and dividing by the
transmission time as

(1 — BLEPy) * min(TBSy, Npjss )

Ry = .
k Tr (3)

Here, BLEPy is again calculated using the method in [6],
Npits  is the number of bits in the buffer for user k and
Tr1p is the time of a Transmit Time Interval (TTI).

To rate the quality of a scheduling decision based on
a set of achieved rates Ry a utility function is used. In
this work we consider Mobile Broadband (MBB) traffic
for which the Proportional Fair (PF) metric is suitable. If
one instead would consider some type of delay sensitive
traffic a utility metric based on delay would be more

suitable. The PF metric for user k is defined as
Ry
U - =
PEE= R (4)
Here, Ry and Rj are the instantaneous and average rate
for user k respectively.
Finally, the reward is calculated as the total propor-

tional fair metric scaled by a constant (B)

r=pBx) Uppy. (5)
%

B has been set to 0.1 and is used to approximately
normalize the rewards.
The above steps are summarized in Alg. @



Algorithm 2 Training Procedure

Input: Untrained neural network

for iteratione 1,..., 25 do

Dataset D <« {}

for environmente 1,..., 200 do
1. Sample environment (Section [I=B)
2. Solve environment using MCTS + Neural Net (Section [[I=C)
3. Evaluate decision (Section
4. Append state transitions (s, 7r,z) to D

5. Train neural network with the generated data (D)

6. Final evaluation on 10000 new environments

E. Training with Reinforcement Learning

The training procedure is outlined in Algorithm @ It
consists of two phases that are iterated, where the first
phase generates 200 environment instances, solves them
using 200 MCTS simulations and evaluates the resulting
decision. For each environment instance the states (s),
the search policy vectors (7r) and the search values (z)
are stored in a dataset. In a second phase this dataset is
used to retrain the neural network using the loss function

I=(z—0)*+nlogp,

where z is the search value, v is the value prediction, 7
is the search policy and p is the policy prediction. We
use the Adam optimizer with a learning rate of 1 x 10~*
and train it over 50 epochs in each iteration.

This is repeated for 25 iterations after which a final
evaluation is performed by solving 10000 new environ-
ment instances. Due to the stringent real-time require-
ments, no search is performed during the evaluation
phase. Instead the action with the highest action proba-
bility is selected in a greedy manner.

F. Policy and Value Prediction

To make policy and value predictions, a multi-task
neural network (depicted in Fig. @) is used. This neural
network takes the pre-processed state and outputs a pol-
icy p and a value v. The policy is given as action probabil-
ities where the actions are the enumerated combinations
of user allocations (as described in Section [[-A). The
neural network is used to steer the search conducted by
MCTS to focus the search on the parts of the search tree
where well performing solutions are likely to be found.

The design is based on the encoder of a transformer [7]
with two encoder blocks and two attention heads each.
We find that the self-attention mechanism utilized by
the transformer is crucial for the policy prediction to
be effective when the number of users becomes larger
than two. Self attention efficiently captures dependencies
between inputs regardless of the distance between them.
This enables efficient reuse of local computations across
permutations of users and resources.

Both the policy and the value heads are MLPs with
2 hidden layers with 32 activations in each layer and
Leaky ReLU activation function. The output layers for

the policy head has |A| activations whereas the value
head is a scalar with softplus activation function.

Since the self-attention is permutation equivariant, 2D
positional encodings based on [8] are added to the input
to the first self-attention block to maintain information
that is encoded in the input ordering.

To be able to predict the policy and the value for
a state, the model will have to learn how much co-
scheduled users interfere with each other, given that the
precoder for each user is selected according to some
criterion (in our case the SLNR precoder). Hence, to
make the prediction task easier the state needs to be
represented in an appropriate way. For the complex
channel matrices we look at pairs of users and represent
the channel of each pair with three scalars, which are the
magnitude of the dot product, the Hermitian angle (O)
and Kasner’s pseudo angle (¢), where the two latter ones
are defined in [g].
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Fig. 2: The Neural Network based on the encoder part
of the transformer.

III. SIMULATOR DESCRIPTION
A. User Distribution

We define the system area as a circle sector with a
radius of 500 m and a central angle a = 65°. The user
height is set to 1.5 m for all users. The base station is
positioned at the origin with the antenna array azimuth
set to 0°. The distance between the antenna and the user
is clipped to always exceed 35 m which is the minimum
distance for the UMa model described in section [II-Bl

B. Channel Model

We consider the channel model described in [10]. This
is a spatial channel model that covers carrier frequencies
in the range 0.5-100 GHz. This model supports four sce-
narios, which are urban microcell street canyon (UMi),



urban macrocell (UMa), indoor office, and rural macro-
cell (RMa). In this work we mainly consider the UMa
scenario but also the UMi scenario for some evaluations.

C. Traffic Model

For evaluations with finite buffer traffic we employ a
simplistic traffic model where the amount of data (i.e.
number of bits) in the downlink buffer for user k is
calculated as

Nyjts o =8 |b/8]

where b is uniformly distributed as
b~ Z/l(Nmin/ Nmax)

To make results easily comparable we also make sure
that there is at least one user, selected randomly, for
which the buffer is full. By doing this we can assume that
an optimal solution should always schedule all subbands
and we can therefore use rate-based metrics instead of
e.g. spectral efficiency as performance metric.

D. Baseline Scheduler

The baseline scheduler used in this work is based on
the optimization method defined by [11, Alg. 7.1], which
is a strong heuristic algorithm with quadratic complexity.
Some minor modifications are introduced to support
scheduling of up to M users per subband.

Subbands are allocated to users in a way that max-
imizes the marginal utility, i.e. the gain in the utility
Uprrrx when an extra subband i is allocated to user k,
compared to the utility of user k before the allocation of
subband i.

For optimization criterion we use the Proportional Fair
Time Frequency (PFTF) metric which can be written as

R,
jelsb,ku{z‘} g
u _Jx+ v r L RejTrrr = Nuitsk
PFTEk — i€k ki j€Lspx
0, otherwise

where Ry is the rate for user k in subband j in the
current TTI and Ry is the average rate of user k over a
time window. The instantaneous and average user rates
are calculated based on Eq. (3).

E. Simulation Parameters
In Table [[| the environment parameters can be found.

IV. StMULATION RESULTS

In this section we present results where we com-
pare our approach to the PFIF baseline outlined in
Section Both scheduling strategies are evaluated
on identical channel realizations and the normalized
reward is calculated as the ratio between the reward for
the trained scheduler and the reward for the baseline
scheduler. During evaluation no MCTS simulations are
performed but instead the highest ranking action from
the neural net is selected.

Table I: Environment Parameters

Parameter Value

Channel Model 3GPP Urban Macro
Carrier Frequency 3.5 GHz
Bandwidth 40 PRBs (8 MHz)
Subband Size 4 PRBs
Deployment Single Cell

User Speed 0.1 m/s
Transmit Power 0.8W/PRB

Noise Power 112.5 dBm/PRB
Antenna Config 2 Tx, 1 Rx
Transmit Time Interval 1 ms

A. Noisy Channel Estimates

Due to non-ideal channel estimation there will be
some residual errors in the channel estimates used for
scheduling. We model these errors as complex Gaussian
with a noise power 02, calculated from the intended
channel estimate SNR.

1
2
o2g = |[Hy|

SNRcg
where H is the true channel for user k.
The estimated channel is then calculated as
ﬁk =Hy+n
with n sampled from a complex Gaussian distribution:
n~CN(0,02p)

Fig. g shows a Cumulative Distribution Function
(CDF) of the normalized reward when the channel es-
timates are corrupted by noise. Performance is shown
for a set of channel estimate SNRs (SNRcg) from 0 dB
to perfect. The performance for the case with perfect
channel estimates is close to the baseline performance
and we interpret this as both solutions being fairly close
to optimal. However, as the channel estimates become
worse the relative performance of our approach increases
and with 0 dB SNR the median performance gain is
125%. This gain comes from the fact that our approach
can decide to be more defensive in presence of uncer-
tainty, for example not to co-schedule two users if their
respective channels risk lining up unfavorably.
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—— 10dB
0.2 15dB
—— 20dB
0.0 —— Perfect

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Normalized reward

Fig. 3: Reward normalized to the baseline scheduler
(dashed) in the presence of Noisy Channel Estimates.



B. Channel Aging

Due to the delay from the time when the channel
is measured to when the channel estimate is used for
scheduling, the channel information will be aged. If the
user is moving fast this will cause more severe perfor-
mance degradation. To model channel aging effects the
channel is sampled twice with 10 ms delay between the
samples. The first sample is used as channel estimate
H; and the second sample is the true channel Hy. These
samples will be correlated and the correlation depends
on the time between the samples (10 ms), the user speed
and the carrier frequency (3.5 GHz). Also here, this gain
comes from the fact that our approach can decide to be
more defensive in presence of uncertainty.

Fig.[@shows a CDF of the normalized reward when the
channel estimate is an aged version of the true channel.
The user speed is varied from 0.1 m/s to 5.0 m/s. The
median performance gain is 30% for a speed of 5 m/s.
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Fig. 4: Reward normalized to the baseline scheduler
(dashed) in the presence of Channel Aging.

C. Finite Buffer Traffic

Fig. 5] shows a CDF of the normalized reward in a
set of finite buffer traffic scenarios. The legend indicates
the distribution that buffer sizes are drawn from as de-
scribed in Section [[II-A] where e.g. “U(400,6000)” means
that buffer sizes are uniformly distributed between 400
and 6000 bits. It can be seen that with full buffer traffic
the performance is close to the baseline. However, as
users become more buffer limited gains become more
pronounced. This can be explained by the fact that
the baseline scheduler performs link adaptation for a
first user without knowing if there will be interference
from another user, whereas the learned scheduler use
the global state when deciding on the user allocations.
The median performance gain is 40% for a buffer state
”U(400,1000)".

D. Generalization

To make solutions like this useful in practice it is
important that it can generalize to problem instances

1.0
0.8
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L
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' —— U(400,4000)
U(400,2000)
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050 075 1.00 125 150 175 200 225 250

Normalized reward

Fig. 5: Reward normalized to the baseline scheduler
(dashed) for finite buffer traffic.

not experienced during training. To test this we look at
the performance in terms of normalized reward when
the model is trained on one set of channel models and
evaluated on a different set. The model generalizes very
well. The performance drop when training on UMa
channels and evaluating on UMi channels is less than
3% as an example.

V. CoNcLusiONs AND FUTURE WORK

The results show that it is possible to train a scheduler
with MCTS and Reinforcement Learning that outper-
forms a strong baseline scheduler in most scenarios. This
is shown in particular when there is uncertainty in the
channel state and when users have limited data in their
buffers. The solution is also more future proof and easier
to maintain due to the reduced need for domain knowl-
edge. In future work, inter-cell interference, scheduling
across multiple TTIs and practical assumptions regard-
ing number of users and cells should be considered.
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