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Abstract

A simultaneously transmitting and reflecting reconfigurable intelligent surface (STAR-RIS) aided

communication system is investigated, where an access point sends information to two users located

on each side of the STAR-RIS. Different from current works assuming that the phase-shift coefficients

for transmission and reflection can be independently adjusted, which is non-trivial to realize for purely

passive STAR-RISs, a coupled transmission and reflection phase-shift model is considered. Based on

this model, a power consumption minimization problem is formulated for both non-orthogonal multiple

access (NOMA) and orthogonal multiple access (OMA). In particular, the amplitude and phase-shift

coefficients for transmission and reflection are jointly optimized, subject to the rate constraints of the

users. To solve this non-convex problem, an efficient element-wise alternating optimization algorithm

is developed to find a high-quality suboptimal solution, whose complexity scales only linearly with the

number of STAR elements. Finally, numerical results are provided for both NOMA and OMA to validate

the effectiveness of the proposed algorithm by comparing its performance with that of STAR-RISs using

the independent phase-shift model and conventional reflecting/transmitting-only RISs.

I. INTRODUCTION

Recently, the novel concept of simultaneously transmitting and reflecting reconfigurable in-

telligent surfaces (STAR-RISs) [1] or intelligent omni-surfaces (IOSs) [2] has been proposed1.

1STAR-RISs and IOSs are based on a similar idea but have different hardware implementations. STAR-RISs are based on

tunable metasurfaces [1, 3], while IOSs employ positive intrinsic negative (PIN) diodes [2]. In this paper, we focus on the

category of metasurface-based STAR-RISs.

http://arxiv.org/abs/2110.02374v1
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In contrast to conventional reflecting-only RISs [4], the wireless signal incident on STAR-RISs

is divided into the transmitted and reflected signals propagating into each side of the surface,

thus achieving a full-space reconfigurable wireless environment [1]. Therefore, by deploying

STAR-RISs, transmitters and receivers do not have to be located on the same side of the

surface as is the case for conventional reflecting-only RISs, thus enhancing flexibility. Motivated

by this promising characteristic, growing research efforts have been devoted to investigating

the benefits of deploying STAR-RISs in wireless networks. For example, the authors of [5]

investigated the general hardware model and channel model for STAR-RISs, where the diversity

gain achieved by STAR-RISs was analyzed. In [6], the authors proposed three practical operating

protocols for STAR-RISs and studied the corresponding joint beamforming design problems in

both unicast and multicast scenarios. Moreover, the fundamental coverage limits of STAR-RISs

were characterized by the authors of [7], where both non-orthogonal multiple access (NOMA)

and orthogonal multiple access (OMA) schemes were considered.

The key for achieving ‘STAR’ is that each element has to support both electric and magnetic

currents to enable simultaneous transmission and reflection of the incident wireless signals [1].

Moreover, the strengths and distributions of the two types of currents are determined by the

electric and magnetic impedances of the STAR elements, whose realizable values mainly depend

on the type of metasurface employed (e.g., passive, semi-passive, and active metasurfaces) [3].

All existing research contributions on STAR-RISs [5–7] assume that the phase-shift coefficients

for transmission and reflection can be independently adjusted, which requires that the corre-

sponding electric and magnetic impedances can assume arbitrary values. This, however, may be

impossible for purely passive STAR-RISs whose realizable electric and magnetic impedances

are limited to purely imaginary numbers [3]. In this case, the feasible phase-shift coefficients for

transmission and reflection are coupled with each other, which will not only cause performance

degradation but also make the transmission and reflection coefficient/beamforming design much

more complicated than in existing works [5–7] which assume the independent phase-shift model.

However, to the best of the authors’ knowledge, none of the existing works characterizes the per-

formance degradation caused by the coupled phase-shift model or investigates the corresponding

transmission and reflection coefficient design. This is the motivation for this work.

In this paper, we study a STAR-RIS aided downlink communication system, where an access

point (AP) serves two users surrounding the STAR-RIS. We first introduce a coupled phase-shift

model for purely passive and lossless STAR-RISs, where the absolute value of the phase-shift



3

difference between transmission and reflection has to be either 1
2
π or 3

2
π. Based on this model,

we formulate a transmission and reflection coefficient design problem for NOMA and OMA,

respectively, which aims to minimize the required power consumption for satisfying the rate

requirements of the users. To solve this challenging problem, we propose an efficient element-

wise alternating optimization (AO) algorithm, where the transmission/reflection phase-shift and

amplitude coefficients of each STAR element are designed one by one to obtain a high-quality

suboptimal solution. Numerical results comparing the performance of the proposed algorithm

for the coupled phase-shift model with two benchmark schemes verify its effectiveness.

Notations: Scalars, vectors, and matrices are denoted by lower-case, bold-face lower-case,

and bold-face upper-case letters, respectively. CN×1 denotes the space of N ×1 complex-valued

vectors. a∗ and aH denote the transpose and conjugate transpose of vector a, respectively. diag (a)

denotes a diagonal matrix with the elements of vector a on the main diagonal. The distribution

of a circularly symmetric complex Gaussian (CSCG) random variable with mean µ and variance

σ2 is denoted by CN (µ, σ2).

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a narrow-band STAR-RIS aided downlink communication system operating over

frequency-flat channels, where a single-antenna AP transmits to two single-antenna users with

the aid of a STAR-RIS comprising N elements, see right hand side of Fig. 1. The left hand

side (LHS) of Fig. 1 depicts the architecture of a given STAR element. In particular, the STAR

element is excited by the incident wireless signal, part of which is reflected into the same space

as the incident signal, namely the reflected signal, and the other part of which is transmitted into

the opposite space as the incident signal, namely the transmitted signal [1]. Therefore, compared

to conventional reflecting-only RISs, a full-space reconfigurable wireless environment can be

facilitated by STAR-RISs. In this paper, we assume that one user is located in the transmission

space of the STAR-RIS, referred to as T user, and the other is located at the reflection space of

the STAR-RIS, referred to as R user. Let dk ∈ C1×1 and vk ∈ CN×1 denote the channels from

the AP to user k and the STAR-RIS to user k, respectively. Here, k ∈ {t, r} indicates the T and

R users. Let g ∈ CN×1 denote the channel between the AP and the STAR-RIS. To characterize

the maximum performance gain of STAR-RISs, the perfect CSI of all channels is assumed to

be available at the AP.
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Fig. 1: Illustration of a STAR-RIS aided downlink communication system.

A. A Coupled Phase-shift Model for STAR-RISs

Without loss of generality, let sn specify the signal incident on the nth STAR element, where

n ∈ N , {1, 2, . . . , N}. As illustrate on the LHS of Fig. 1, the corresponding transmitted

and reflected signals from the nth STAR element are given by tn = Tnsn and rn = Rnsn,

respectively [5]. Here, Tn =
√

βtne
jθtn and Rn =

√

βrne
jθrn characterize the transmission and

reflection coefficients of the nth STAR element, respectively, where βtn ∈ [0, 1] , θtn ∈ [0, 2π)

and βrn ∈ [0, 1] , θrn ∈ [0, 2π) denote the amplitude and phase-shift adjustments imposed on the

incident signal, sn. Accordingly, the transmission- and reflection-coefficient matrices are given

by Θt = diag (T1, T2, . . . , TN) and Θr = diag (R1, R2, . . . , RN), respectively2.

To achieve the STAR function, each STAR element has to support both electric and magnetic

currents [1, 3], which can be characterized by one equivalent electric circuit and one equivalent

magnetic circuit, as illustrated in Fig. 1. Let Ze,n and Zm,n denote the corresponding electric

and magnetic impedances, respectively. Then, the transmission and reflection coefficients can be

expressed in terms of these impedances as follows [3]:

Tn =
2Ze,n

2Ze,n + η
−

Zm,n

Zm,n + 2η
, (1a)

Rn =
−η

2Ze,n + η
+

Zm,n

Zm,n + 2η
, (1b)

where η denotes the free space wave impedance. By re-arranging (1a) and (1b), we obtain [3]

Ze,n =
η [1 + (Rn + Tn)]

2 [1− (Rn + Tn)]
, (2a)

Zm,n =
2η [1− (Rn − Tn)]

1− (Rn − Tn)
, (2b)

2In this work, the time switching operating protocol [6] for STAR-RISs, where different transmission/reflection coefficients

can be used in different time slots, is not considered. The reason for this is that frequently updating the transmission/reflection

coefficients entails a high hardware complexity, which we want to avoid.
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which specify the values of the electric and magnetic impedances needed to realize given

transmission and reflection coefficients.

Assuming that the STAR-RIS is a passive and lossless metasurface, the following two condi-

tions have to be satisfied. First, “lossless” means that for each STAR element, the sum of the

energies of the transmitted and reflected signals has to be equal to the energy of the incident

signal, i.e., |tn|
2 + |rn|

2 = |sn|
2
, which implies the following condition for the transmission and

reflection amplitude coefficients:

βtn + βrn = 1. (3)

This condition has also been considered in the existing works on STAR-RISs [5–7]. Second, for

a passive and lossless STAR-RIS, the electric and magnetic impedances are purely imaginary

numbers [3], i.e., Re (Ze,n) = 0 and Re (Zm,n) = 0. This constraint results in the following

condition for both the amplitude and phase-shift coefficients3:

√

βtn
√

βrn cos
(

θtn − θrn
)

= 0, (4)

which indicates that the transmission and reflection phase-shift coefficients (θtn and θrn) are

coupled and have to satisfy the condition |θtn − θrn| =
π
2
, 3π

2
if the real STAR mode is employed

(i.e., βtn 6= 0 and βrn 6= 0). On the other hand, if the STAR element is operated in the pure

transmission or reflection mode (i.e., βrn = 0 or βtn = 0), the remaining transmission or reflection

phase-shift coefficients can be set to arbitrary values, which is consistent with conventional

transmitting/reflecting-only RISs.

Remark 1. To enable independent adjustment of the transmission and reflection phase-shift

coefficients in [5–7], the STAR-RISs have to be semi-passive or active to realize the required

electric and magnetic impedances in (2). Although the independent phase-shift model cannot

be realized with purely passive STAR-RISs, it provides an important reference to evaluate the

performance degradation caused by the coupled phase-shift model, see Section IV.

B. System Model

In this paper, we consider both NOMA and OMA. In NOMA, users share the same time/frequence

resources and employ successive interference cancellation (SIC) to detect the superimposed signal

3The derivation of (4) exploits (3). The details can be found in [3]
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delivered by the AP. In OMA, the users detect their intended signals independently by exploiting

orthogonal time/frequence resources of equal size.

1) NOMA: Let xk, pk, and ck , dk + vHk Θkg denote the information-bearing symbol, the

allocated power, and the effective channel for user k ∈ {t, r}, respectively. The superimposed

signal received at user k ∈ {t, r} is given by

yk = ck (ptxt + prxr) + nk, (5)

where nk ∼ CN (0, σ2) represents the additive white Gaussian noise (AWGN). In downlink

NOMA, the user having the higher channel power gain (referred to as the strong user) first

detects the signal of the user having the lower channel power gain (referred to as the weak

user). Then, the strong user will subtract the detected weak user’s signal from the received

signal before detecting its own signal. Therefore, the achievable communication rate of user

k ∈ {t, r} is given by

RN
k = log2

(

1 +
|ck|

2
pk

λk|ck|
2
pk + σ2

)

, (6)

where k = r, if k = t; and k = t, otherwise. Here, binary variables, λk ∈ {0, 1} , k ∈ {t, r},

indicate the decoding order of the two users and λt + λs = 1. If |ct|
2 ≥ |cr|

2
(i.e., T user is the

strong user), we have λt = 0 and λr = 1; otherwise, λt = 1 and λr = 0.

2) OMA: By employing orthogonal time/frequence resources, OMA avoids inter-user inter-

ference. Therefore, the corresponding achievable communication rate of user k ∈ {t, r} is given

by

RO
k =

1

2
log2

(

1 +
|ck|

2
pk

1
2
σ2

)

. (7)

C. Problem Formulation

Our goal is to minimize the total power consumption of the AP by jointly optimizing the

transmission and reflection coefficients, subject to the rate requirements of both users and the

coupled constraints on the transmission and reflection coefficients. Therefore, the optimization

problem can be formulated as follows:

min
pk,Θk,λk

pt + pr (8a)

s.t. RX
k ≥ Rk, ∀k ∈ {t, r} , (8b)

βtn + βrn = 1, ∀n ∈ N , (8c)
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∣

∣θtn − θrn
∣

∣ =
1

2
π or

3

2
π, ∀n ∈ N , (8d)

θtn, θ
r
n ∈ [0, 2π) , βtn, β

r
n ∈ [0, 1] , ∀n ∈ N , (8e)







λt = 0, λr = 1, if |ct|
2 ≥ |cr|

2
,

λt = 1, λr = 0, otherwise,
(8f)

λt, λr ∈ {0, 1} , λt + λr = 1, (8g)

where Rk denotes the minimum rate requirement of user k and X ∈ {N,O} indicates whether

NOMA or OMA is employed. Constraints (8c) and (8d) are the coupled amplitude and phase-shift

coefficients, respectively. Variable λk and constraints (8f) and (8g) are only valid when NOMA

is employed. Note that for problem (8), we assume that the coupled phase-shift constraint (8d)

always exists even if βtn = 0 or βrn = 0, while in fact in this case, θtn and θrn can be independently

adjusted according to (4). However, (8d) will not lead to any performance degradation compared

to (4). To elaborate this, let us take βtn = 1 and βrn = 0 as an example. In this case, βrn = 0 causes

θrn to become a dummy variable and only θtn has an impact on the solution of (8). In particular,

in this case, θtn can assume any arbitrary value from [0, 2π), since the dummy variable, θrn, can

be set accordingly to satisfy (8d) without affecting the solution. For the case of βtn = 0 and

βrn = 1, a similar conclusion can be drawn. Therefore, in this special case, (8d) will not influence

the achievable performance and (8) is equivalent to the corresponding problem employing the

independent phase-shift model.

Remark 2. The main challenges for solving problem (8) can be summarized as follows. On the

one hand, compared to conventional reflecting-only RISs [8], where only the reflection phase-shift

coefficients have to be optimized, STAR-RISs require the joint optimization of both amplitude

and phase-shift coefficients for transmission and reflection. On the other hand, compared to

STAR-RISs employing the independent phase-shift model [6], the coupled phase-shift constraint

(8d) further complicates the design of the transmission and reflection coefficients. Therefore, the

algorithms proposed in the existing works [6, 8] cannot be applied for solving (8).

III. PROPOSED SOLUTION

To solve problem (8), we first transform it into a tractable form. Note that for the optimal

solution of (8), the inequality rate constraint (8b) has to be satisfied with equality. Therefore,

problem (8) can be rewritten as follows:
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min
Θk,λk

PX (9a)

s.t. (8c) − (8g), (9b)

where PX for NOMA and OMA is respectively given by

PN =



















γNr

|cr|
2 +

γNt
(

γNr + 1
)

|ct|
2 , PN

λt=0,λr=1,

γNt

|ct|
2 +

γNr
(

γNt + 1
)

|cr|
2 , PN

λt=1,λr=0,

(10a)

PO =
γOt

|ct|
2 +

γOr

|cr|
2 , (10b)

where γNk ,

(

2Rk − 1
)

σ2 and γOt ,

(

22Rk − 1
)

σ2
/

2, ∀k ∈ {t, r}. As can be observed, objec-

tive functions for NOMA and OMA share a similar structure while NOMA requires additional

decoding order constraints (8f) and (8g). As a result, in the following, we mainly focus on solving

problem (9) for NOMA since the proposed algorithm is also applicable to OMA. Recall that there

are 2! = 2 possible decoding orders for problem (9) for NOMA. The optimal solution can be

obtained by exhaustively searching over the two options, i.e., PN = min
(

PN
λt=0,λr=1, P

N
λt=1,λr=0

)

.

Before solving (9), we first introduce the following proposition.

Proposition 1. For the optimal solution of problem (9), the NOMA decoding order constraints

(8f) and (8g) are automatically satisfied.

Proof. Let {Θop
k , k ∈ {t, r}} denote the optimal solution of problem (9). Then, we have

PN
λt=0,λr=1 ({Θ

op
k })− PN

λt=1,λr=0 ({Θ
op
k })

= γtγr

(

1

|ct ({Θ
op
k })|2

−
1

|cr ({Θ
op
k })|2

)

, δ,
(11)

where |ct ({Θ
op
k })|2 and |cr ({Θ

op
k })|2 denote the corresponding effective channel power gain for

the T and R users, respectively. If λt = 0, λr = 1 is the optimal decoding order, |ct ({Θ
op
k })|2 ≥

|cr ({Θ
op
k })|2 has to hold such that δ ≤ 0 (i.e., PN

λt=0,λr=1 ({Θ
op
k }) ≤ PN

λt=1,λr=0 ({Θ
op
k })).

Otherwise, λt = 0, λr = 1 cannot be the optimal decoding order. The case of λt = 1, λr = 0

can be proved in a similar manner.

By exploiting Proposition 1, we can remove constraints (8f) and (8g) from problem (9). In

the following, for simplicity of presentation, we consider the case λt = 0, λr = 1 as an example.



9

The resulting optimization problem simplifies to4

min
Θk

γNr

|cr|
2 +

γNt
(

γNr + 1
)

|ct|
2 (12a)

s.t. (8c) − (8e). (12b)

However, it is still challenging to solve problem (12), since not only the objective function is non-

convex with respect to Θk but also the feasible set of the transmission and reflection coefficients.

Since it is difficult to find a globally optimal solution for such a challenging problem, in the

following, we decompose (12) into two subproblems, namely a phase-shift coefficient design

problem and a amplitude coefficient design problem. For each subproblem, an element-wise AO

algorithm will be developed to find a high-quality suboptimal solution.

1) Phase-shift Coefficient Design: To start with, we first define transmission/reflection ampli-

tude and phase-shift vectors βk ,
[

√

βk1 ,
√

βk2 , . . . ,
√

βkN

]T

and qk =
[

ejθ
k
1 , ejθ

k
2 , . . . , ejθ

k
N

]T

,

∀k ∈ {t, r}, respectively. Therefore, the transmission/reflection-coefficient matrix can be re-

expressed as Θk = diag (βk) diag (qk). Accordingly, the effective channel power gain of user

k ∈ {t, r} can be rewritten as follows:

|ck|
2 =

∣

∣dk + vHk diag (βk) diag (qk) g
∣

∣

2
=
∣

∣sHk qk
∣

∣

2
, (13)

where sHk ,
[

vHk diag (βk) diag (g) dk
]

∈ C1×(N+1) and qk ,
[

qTk 1
]T

∈ C(N+1)×1. For given

βk, problem (12) reduces to the following transmission and reflection phase-shift coefficient

design problem:

min
qk,ψk

γNr
ψr

+
γNt
(

γNr + 1
)

ψt
(14a)

s.t.
∣

∣sHk qk
∣

∣

2
≥ ψk, ∀k ∈ {t, r} , (14b)

[qt]n = j[qr]n or [qt]n = −j[qr]n, ∀n ∈ N , (14c)

|[qt]n| = 1, |[qr]n| = 1, ∀n ∈ N , (14d)

where {ψk} are auxiliary variables, j2 = −1, and [·]n represents the nth element of a vector. Here,

constraint (14c) is equivalent to constraint (8d), where [qt]n = j[qr]n implies that |θtn − θrn| =
1
2
π

and [qt]n = −j[qr]n implies that |θtn − θrn| =
3
2
π. Although the objective function of (14) is

convex, it is still a non-convex problem since the LHS of (14b) is not concave and constrains (14c)

and (14d) are non-convex. To handle this obstacle, we propose an element-wise AO algorithm.

4For NOMA with λt = 1, λr = 0 and OMA, we just need to replace the objective function of (12) with PN

λt=1,λr=0 and

PO from (10).
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For any one of the elements in qk (i.e., [qk]n) with the other N − 1 elements (i.e., {[qk]l}
N

l 6=n)

fixed,
∣

∣sHk qk
∣

∣

2
can be expressed as follows:

∣

∣sHk qk
∣

∣

2
= Ak,n + 2Re {Bk,n[qk]n} , (15)

where Ak,n ,

∣

∣

∣

∑N+1
l 6=n

[

sHk
]

l
[qk]l

∣

∣

∣

2

+
∣

∣

[

sHk
]

n

∣

∣

2
, Bk,n ,

[

sHk
]

n

{

∑N+1
l 6=n

[

sHk
]

l
[qk]l

}∗

, and [qk]N+1 ,

1, ∀k ∈ {t, r} , n ∈ N . In this case,
∣

∣sHk qk
∣

∣

2
is an affine function with respect to [qk]n. For given

N−1 transmission and reflection phase-shift coefficients, the design of the nth transmission and

reflection phase-shift coefficients can be formulated as follows:

min
[qr]n,ψk

γNr
ψr

+
γNt
(

γNr + 1
)

ψt
(16a)

s.t. Ar,n + 2Re {Br,n[qr]n} ≥ ψr, (16b)

At,n + 2Re {Bt,n {±j[qr]n}} ≥ ψt, (16c)

|[qr]n| = 1. (16d)

As there are two possible phase-shift differences between [qt]n and [qr]n, we can first solve the

two subproblems and then select the optimal solution from the two results. For each subproblem,

the non-convexity only lies in the unit-modulus constraint (16d). To address this issue, we can

relax the non-convex unit-modulus constraint (16d) into a convex one, i.e., |[qr]n| ≤ 1. By

exploiting the result in [9, Appendix B], it can be shown that the optimal solution to the relaxed

problem will always satisfy |[qr]n| = 1. The relaxed problem is a standard convex optimization

problem, which can be efficiently solved via standard convex problem solvers such as CVX [10].

By alternatingly optimizing each phase-shift coefficient [qr]n with all the other {[qk]l}
N

l 6=n fixed,

a suboptimal solution to (14) can be obtained.

2) Amplitude Coefficient Design: Similarly, for optimizing the transmission and reflection

amplitude coefficients, we first rewrite the effective channel power gain of user k ∈ {t, r} as

follows:

|ck|
2 =

∣

∣dk + vHk diag (βk) diag (qk) g
∣

∣

2
=
∣

∣bHk βk
∣

∣

2
, (17)
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where bHk ,
[

vHk diag (qk) diag (g) dk
]

∈ C
1×(N+1) and βk ,

[

βTk 1
]T

∈ C
(N+1)×1. For each

βkn and fixing the remaining N − 1 coefficients,
∣

∣bHk βk
∣

∣

2
can be expressed as follows:

∣

∣bHk βk
∣

∣

2
= Ck,n +Dk,nβ

k
n + Ek,n

√

βkn, (18)

where Ck,n ,

∣

∣

∣

∑N+1
l 6=n

[

sHk
]

l

√

βkl

∣

∣

∣

2

, Dk,n ,
∣

∣

[

bHk
]

n

∣

∣

2
, Ek,n , 2Re

{

[

bHk
]

n

{

∑N+1
l 6=n

[

bHk
]

l

√

βkl

}∗}

,

and βkN+1 , 1, ∀k ∈ {t, r} , n ∈ N . For given N − 1 transmission and reflection amplitude

coefficients, the design of the nth transmission and reflection amplitude coefficients can be

formulated as the following problem:

min
βk
n,ψk

γNr
ψr

+
γNt
(

γNr + 1
)

ψt
(19a)

s.t. Ck,n +Dk,nβ
k
n + Ek,n

√

βkn ≥ ψk, ∀k ∈ {t, r} , (19b)

βtn, β
r
n ∈ [0, 1] , βtn + βrn = 1, ∀n ∈ N . (19c)

The potential non-convexity of (19) lies in the third term of the LHS of (19b), whose convexity

depends on the sign of Ek,n. If Ek,n ≥ 0, the LHS of (19b) is concave with respect to βkn. In

this case, problem (19) is convex and can be efficiently solved using CVX [10]. However, if

Ek,n < 0, the LHS of (19b) is not concave but convex with respect to βkn and problem (19) is

non-convex. To solve this issue, for a given feasible point β
k(0)
n , by employing the first-order

Taylor expansion, a lower bound of Ek,n
√

βkn can be obtained as follows:

Ek,n
√

βkn ≥
Ek,n

(

βkn + β
k(0)
n

)

2

√

β
k(0)
n

, Γk,n
(

βkn, β
k(0)
n

)

. (20)

Therefore, for a given feasible point β
k(0)
n and Ek,n < 0, problem (19) can be approximated as

the following convex optimization problem:

min
βk
n,ψk

γNr
ψr

+
γNt
(

γNr + 1
)

ψt
(21a)

s.t. Ck,n +Dk,nβ
k
n + Γk,n

(

βkn, β
k(0)
n

)

≥ ψk, ∀k ∈ {t, r} , (21b)

βtn, β
r
n ∈ [0, 1] , βtn + βrn = 1, ∀n ∈ N , (21c)

which can be solved using CVX [10] to find a suboptimal solution to the original problem (19).

Similarly, we can alternatingly optimize each
{

βkn
}

with all the other
{

βkl
}N

l 6=n
fixed to obtain a
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Algorithm 1 Element-wise AO algorithm for solving (12)

1: Randomly initialize feasible {qk, k ∈ {t, r}} and initialize {βtn = βrn = 0.5, ∀n ∈ N}.

2: repeat

3: Optimize and update the phase-shift coefficients in an element-wise manner by solving

(16).

4: Optimize and update the amplitude coefficients in an element-wise manner by solving

(19) or (21).

5: until the fractional decrease of the objective function value is below a predefined threshold.

suboptimal solution to the amplitude coefficient design subproblem.

3) Element-wise AO Algorithm: Based on the above two subproblems, an iterative element-

wise AO algorithm is developed for solving problem (12). In each iteration, the two trans-

mission/reflection phase-shift and amplitude coefficient design subproblems are alternatingly

optimized. Within each subproblem, each phase-shift/amplitude coefficient is alternatingly op-

timized in an element-wise manner. The details of the developed algorithm are summarized

in Algorithm 1. The computational complexity of Algorithm 1 is analyzed as follows. The

main complexity is caused by solving each element-wise phase-shift and amplitude coefficient

design problem, which has a complexity of O (1) if the interior point method is employed. As

there are two possible phase-shift differences for (16), the corresponding complexity for the

N-element transmission and reflection phase-shift coefficient design problem is O (2N). The

complexity for the N-element transmission and reflection amplitude coefficient design problem

is O (N). Therefore, the overall computational complexity of Algorithm 1 is O (I (3N)), where

I denotes the number of iterations required for convergence. As a result, the complexity for

solving problem (9) for NOMA and OMA is O (2I (3N)) and O (I (3N)), respectively, since

for NOMA two possible decoding orders have to be considered. Overall, the complexity of the

proposed algorithm increases only linearly with N , which is of vital importance since the number

of STAR elements is usually large in practice.

IV. NUMERICAL RESULTS

In this section, numerical results are provided to compare the performance of the proposed

algorithm with two benchmark schemes. The considered three-dimensional (3D) simulation setup

is shown in Fig. 2, where the locations of the BS and the STAR-RIS are (0, 0, 0) meter and

(0, 50, 0) meter, respectively. The T and R users are randomly located on half-circles centered at

the STAR-RIS with a radius of 3 m. The BS-user channel is modeled as Rayleigh fading channel

with path loss exponent of 3.5, while the BS-STAR-RIS and the STAR-RIS-user channels are
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modeled as Rician fading channels with path loss exponent of 2.2 and Rician factor of 3 dB.

The path loss at a reference distance of 1 meter is set to −30 dB and the noise power is set to

σ2 = −80 dBm. The following results were obtained by averaging over 100 channel realizations,

where 100 user distributions were first randomly generated, and then the corresponding channel

realizations were generated accordingly.

For performance comparison, we consider the following two benchmark schemes. (1) An

upper bound, where the phase-shift coefficients of the STAR-RIS for transmission and reflection

can be independently adjusted [6]. (2) Conventional RISs, where one conventional N/2-element

reflecting-only RIS and one N/2-element transmitting-only RIS are deployed adjacent to each

other. For each benchmark scheme, both NOMA and OMA are considered.

In Fig. 3, the required power consumption versus the number of RIS elements is studied. We

consider two cases, namely symmetric rate requirements (Rt = Rr = 2 bit/s/Hz) and asymmetric

rate requirements (Rt = 5 bit/s/Hz, Rr = 1 bit/s/Hz). As can be observed from Fig. 3, for

all cases and schemes, the required power consumption decreases as N increases due to the

higher transmission/reflection gain. As each element for STAR-RISs has both transmission and

reflection coefficients to be optimized (i.e., more degree-of-freedoms (DoFs) to be exploited),

STAR-RISs significantly outperform conventional RISs. Regarding the performance loss caused

by the coupled phase-shift model, for both NOMA and OMA, a noticeable performance gap

can be observed in Fig. 3(a), while it becomes negligible in Fig. 3(b). The reasons behind this

are as follows. For symmetric rate requirements, STAR-RISs tend to maximize the effective

channel power gains of both users to minimize the power consumption. Therefore, each element

has to be operated in the the real STAR mode (i.e., βtn 6= 0 and βrn 6= 0), where the STAR-

RIS employing the independent phase-shift model can exploit more DoFs than that employing

AP

R user

STAR-RIS

T user

y

z

x

3m3m

50 m

Fig. 2: The simulated setup.
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Fig. 3: Power consumption versus N .

the coupled phase-shift model. However, for asymmetric rate requirements, STAR-RISs tend to

maximize the effective channel power gain of the user having the higher rate requirement (i.e.,

the T user) to greatly reduce the power consumption. As a result, each element is optimized

to work in the pure transmission mode for serving the T user while the R user is served only

thorough the direct link from the BS. In this case, the effect of the coupled phase-shift model can

be ignored. Moreover, it can be observed that the performance gain of NOMA over OMA is more

pronounced for the case of asymmetric rate requirements compared to the case of symmetric rate

requirements. This is expected since as explained above, STAR-RISs prefer to only enhance the

channel power gain of the rate-hungry user for the case of asymmetric rate requirements, thus

yielding a significant channel quality difference where NOMA achieves a higher performance

gain.

V. CONCLUSIONS

A STAR-RIS aided communication system was investigated under a realistic coupled phase-

shift model. Considering both NOMA and OMA, the transmission and reflection coefficient

optimization problem was formulated for minimization of the required power consumption of

the AP subject to user rate requirements. The formulated non-convex problem was efficiently

solved with an element-wise AO algorithm, whose complexity scales only linearly with the

number of STAR elements. Numerical results showed that STAR-RISs outperform conventional

reflecting/transmitting-only RISs. For STAR-RISs, the performance degradation caused by the

coupled phase-shift model is noticeable for symmetric user rate requirements, while it is neg-
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ligible for asymmetric user rate requirements. Moreover, the performance gain of NOMA over

OMA was shown to be significant for asymmetric user rate requirements.
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