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Abstract

A non-orthogonal multiple access (NOMA) inspired integrated sensing and communication (ISAC)

system is investigated. A dual-functional base station (BS) serves multiple communication users while

sensing multiple targets, by transmitting the non-orthogonal superposition of the communication and

sensing signals. A NOMA inspired interference cancellation scheme is proposed, where part of the

dedicated sensing signal is treated as the virtual communication signals to be mitigated at each commu-

nication user via successive interference cancellation (SIC). Based on this framework, the transmitted

communication and sensing signals are jointly optimized to match the desired sensing beampattern, while

satisfying the minimum rate requirement and the SIC condition at the communication users. Then, the

formulated non-convex optimization problem is solved by invoking the successive convex approximation

(SCA) to obtain a near-optimal solution. The numerical results show the proposed NOMA-inspired ISAC

system can achieve better performance than the conventional ISAC system and comparable performance

to the ideal ISAC system where all sensing interference is assumed to be removed unconditionally.

Index Terms

Beamforming design, integrated sensing and communication (ISAC), non-orthogonal multiple access

(NOMA), interference cancellation.

I. INTRODUCTION

In the past five generations of wireless networks, there is only one envisaged function, i.e.,

wireless communication. However, the beyond fifth generation (B5G) and sixth generation (6G)

wireless techniques are regarded as a key enabler for a host of emerging applications like
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unmanned aerial vehicles (UAVs), autonomous driving, virtual and augmented reality, Internet

of Vehicles, and smart city, leading to a trend towards the convergence of multiple functions

including communications, sensing, control, etc [1], [2]. Toward this trend, integrated sensing

and communication (ISAC) is regarded as a promising technique in the B5G and 6G wireless

networks and has received heated discussion recently [3]–[7]. The goal of ISAC is to merge

the two functions in a single system and carry them out jointly and simultaneously, which can

provide multiple benefits. On the one hand, through the dual usage of the hardware facilities and

signals for both communication and sensing, it can enhance the spectral and energy efficiency

and reduce the cost. On the other hand, thanks to such integration, the system can be further

benefited from the mutual assistant, such as communication-aided sensing and sensing-aided

communication.

Given that the ISAC can fully integrate the functions of communication and sensing by

sharing the same hardware facilities, signals, and spectrums, there have been extensive works to

jointly design the transceiver towards the objectives of both functions. The investigation of ISAC

starts from the single-antenna technique. For example, the potential of the orthogonal frequency

division multiplexing (OFDM) for simultaneous communication and sensing was studied in [8]

and [9]. Furthermore, given the successful application of the multi-input multi-output (MIMO)

technique in both communication [10] and radar sensing [11], recent works [3]–[6] begin focusing

on its application in ISAC, where multiple beams is generated by exploiting spatial degrees of

freedom (DoFs) to serve multiple users and sense multiple targets. Specifically, the authors in

[3] derived the closed-form optimal transmission waveforms for minimizing the multiuser inter-

ference under different radar sensing criteria, while the authors in [4] investigated the problem

of matching a desired sensing beampattern under the requirements of the communication signal-

to-interference-plus-noise ratio (SINR). However, merely communication signal is employed in

both [3] and [4], which may lead to the beampattern distortion due to the lack of transmit DoFs

especially when there are fewer communication users than transmit antennas [5]. To address this

problem, the authors in [5] introduced a dedicated sensing signal and jointly optimize it with the

communication signals to achieve full DoFs for radar sensing. In [6], the ability of the dedicated

sensing signal was further studied, which theoretically proved and demonstrated that the ISAC

system can be significantly benefited from removing the sensing interference at the receiver.

However, the practical scheme for removing the sensing interference was not given in [6].

Note that the superposition of the communication and sensing signals in [5] and [6] is a kind of
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Fig. 1: Illustration of the proposed NOMA inspired ISAC system.

non-orthogonal resource sharing, which shares a similar idea with the non-orthogonal multiple

access (NOMA) [12], [13]. For NOMA, successive interference cancellation (SIC) is employed

at receivers for partially or totally mitigating the co-channel interference, thus enhancing the

performance. This motivates us to develop a NOMA inspired interference cancellation scheme

for ISAC.

Against the above background, in this paper, we design a multi-antenna ISAC system carrying

out multi-user communication and multi-target sensing, where a dual-functional BS transmit

non-orthogonally superimposed communication and sensing signals. We propose a NOMA in-

spired interference cancellation scheme by treating part of the sensing signal as the virtual

communication signal, which can be mitigated via SIC at each communication user. Then, we

jointly optimize the communication and sensing signals at the BS to match a desired sensing

beampattern, subject to the minimum rate requirement and SIC condition at the communication

users. To address this problem, we propose a successive convex approximation (SCA) [14]

based iterative algorithm. The numerical results show that the proposed SCA-based algorithm

can achieve a performance comparable to the upper limit of performance obtained by semidefinite

relaxation (SDR) [15]. It also reveals that the proposed NOMA inspired ISAC system outperforms

the conventional ISAC system without capability of sensing interference cancellation and has

similar performance to the ISAC system with ideal sensing interference cancellation.
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II. SYSTEM MODEL

As shown in Fig. 1, we consider a multi-antenna ISAC system, which consists of a dual-

functional N -antenna BS, K single-anetnna communication users indexed by K = {1, . . . , K},

and multiple sensing targets. Similar to the case of [5] and [6], the BS transmits the commu-

nication signals wisi for ∀i ∈ K and a dedicated sensing signal r ∈ CN×1, where wi ∈ CN×1

denotes the beamformer for transmitting the information symbol si ∈ C to user i. The information

symbols {si}i∈K are assumed to be independent as well as with zero mean and unit power. The

dedicated sensing signal is assumed to be independent with the information symbols {si}i∈K and

with the covariance matrix Rr = E[rrH ] � 0. Thus, the transmitted signal at the BS is given by

x =
∑
i∈K

wisi + r. (1)

The dedicated sensing signal is assumed to exploit multi-beam transmission, i.e., the covariance

matrix Rr is with general rank. By exploiting the eigenvalue decomposition of Rr, the dedicated

sensing signal can be decomposed into multiple sensing beams, i.e.,

Rr =

rank(Rr)∑
i=1

λiviv
H
i =

rank(Rr)∑
i=1

wr,iw
H
r,i (2)

where λi ∈ R is the eigenvalue and vi ∈ CN×1 is the corresponding eigenvector. The vector

wr,i =
√
λivi is the transmission beamformer for the dedicated sensing signal. Inspired by

NOMA, we embed information into part of the dedicated sensing signal and treat the information-

embedded sensing signal as the virtual communication signals on the top of the real communi-

cation signals. Thus, the sensing signal can be rewritten as

r =
∑
i∈M

wr,iri + r̃, (3)

whereM = {1, . . . ,M}, 1 ≤M < rank(Rr) and the sensing symbols {ri}i∈M are independent

as well as with zero mean and unit power. We also assume that {ri}i∈M are independent with

r̃. Thus, the covariance matrix Rr̃ of the rest of sensing signal r̃ given by

Rr̃ = E
[(

r−
∑
i∈M

wr,iri

)(
r−

∑
i∈M

wr,iri

)H]
=

rank(Rr)∑
i=M+1

wr,iw
H
r,i, (4)

which indicates that the matrix Rr̃ is also with general rank.
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1) Communication Model: Given the transmitted signal, the received signal at user k is given

by

yk = hHk wksk + hHk
∑

i∈K,i 6=k

wisi︸ ︷︷ ︸
inter-user interference

+ hHk
∑
i∈M

wr,iri︸ ︷︷ ︸
sensing interference

removed by SIC

+ hHk r̃︸︷︷︸
sensing interference
not removed by SIC

+nk. (5)

where hk ∈ CN×1,∀k ∈ K denotes the BS-user channel and nk ∈ C, ∀k ∈ K denotes the

circularly symmetric complex Gaussian noise with variance σ2
n. By exploiting SIC, the virtual

communication signals can be eliminated at the communication user. Thus, the achievable rate

at user k is given by

Rk = log2

(
1 +

|hHk wk|2∑
i∈K,i 6=k |hHk wi|2 + hHk Rr̃hk + σ2

n

)
. (6)

The following condition need to be satisfied to carry out SIC at user k:

|hHk wr,i|2 ≥ |hHk wk|2,∀i ∈M, (7)

which means the interference from the virtual communication signal can be eliminated only if

its power is higher than that of the desired communication signal.

2) Sensing Model: For sensing function, the key metric is the transmit beampattern, which

is determined by the transmit covariance matrix [16]. The covariance matrix is given by

R = E[xxH ] =
∑
i∈K

wiw
H
i +

∑
i∈M

wr,iw
H
r,i + Rr̃. (8)

Then, the beampattern of transmitted signal in the direction θl is given by

P (θl) = aH(θl)Ra(θl), (9)

where a(θl) = [1, ej
2π
λ
d sin(θl), ..., ej

2π
λ
d(N−1) sin(θl)]T denotes the steering vector when the uniform

linear array (ULA) is used as the antenna employment at the BS. In practice, the desired sensing

beampattern is designed according to the sensing requirements [16]. For example, if the sensing

system has no information about target and works in the detecting mode, an isotropic beampattern

is desired, i.e., the power is uniformly distributed among all directions. However, when the

sensing system has prior information of targets and works in the tracking mode, the beampattern

is expected to have the dominant peaks in the target directions.
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III. PROBLEM FORMULATION AND PROPOSED SOLUTION

A. Problem Formulation

Let {φ(θl)}Ll=1 denotes the desired sensing beampattern over an angular grid {θl}Ll=1 covering

the detector’s angular range [−π/2, π/2]. We aim to jointly optimize the communication signal

and the dedicated sensing signal such that matching error between the transmit beampattern and

the desired sensing beampattern is minimized in the least squares sense, subject to the constraints

of the minimum communication rate Rmin,k,∀k ∈ K, the SIC conditions, and the total transmit

power budget. The resultant optimization problem is formulated as

min
δ,{wi}i∈K,
{wr,i}i∈M,Rr̃

L∑
l=1

∣∣δφ(θl)− aH(θl)Ra(θl)
∣∣2 (10a)

s.t. Rk ≥ Rmin,k, ∀k ∈ K, (10b)

|hHk wr,i|2 ≥ |hHk wk|2,∀i ∈M,∀k ∈ K (10c)

Tr(R) ≤ Pt, (10d)

Rr̃ � 0, (10e)

where δ denotes the scaling factor and Pt denotes the total transmit power budget. The main

challenges for solving this problem is summarized as follows: firstly, the non-concave form of

the achievable rate makes the constraint (10b) non-convex; secondly, the quadratic form of the

beamformers makes the constraints (10c) non-convex.

B. Proposed Solution

In this section, we proposed an iterative algorithm based on SCA to solve problem (10). We

firstly define the auxiliary varaibles Wk = wkw
H
k ,∀k ∈ K, where Wi � 0 and rank(Wi) = 1,

and Wr,i = wr,iw
H
r,i,∀i ∈M, where Wr,i � 0 and rank(Wr,i) = 1. Then, problem (10) can be

reformulated as
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min
δ,{Wi}i∈K,
{Wr,i}i∈M,Rr̃

L∑
l=1

∣∣δφ(θl)− aH(θl)Ra(θl)
∣∣2 (11a)

s.t. hHk Wkhk − ΓkNk ≥ 0,∀k ∈ K, (11b)

hHk Wr,ihk ≥ hHk Wkhk,∀i ∈M,∀k ∈ K (11c)

Tr(R) ≤ Pt, (11d)

Wk � 0, rank(Wk) = 1, ∀k ∈ K (11e)

Wr,i � 0, rank(Wr,i) = 1, ∀i ∈M, (11f)

Rr̃ � 0, (11g)

where Γk = 2Rmin,k − 1 and Nk =
∑

i∈K,i 6=k h
H
k Wihk + hHk Rr̃hk + σ2

n. This problem is still

non-convex only due to the rank-one constraints (11e) and (11f). By omitting the rank-one

constraints, we obtain the SDR of this problem, which is a convex semidifinite programe (SDP).

Thus, the global optimum to the SDR can be efficiently obtained through convex solvers like

CVX [17]. Nevertheless, the global optimum of the SDR may not be the global optimum of

problem (11), since the matrices Wk,∀k ∈ K and Wr,i,∀i ∈M are not guaranteed to be rank-

one. Generally, given the general-rank solution obtained by SDR, the eigenvalue decomposition

or the Gaussian randomization need to be exploited to reconstruct a rank-one solution [15].

However, the feasibility of the reconstructed rank-one solution is not guaranteed. To avoid this

drawback, we employ a penalty-based scheme to transform the rank-one constraints to a penalty

term in the objective function [18] and solve it by invoking SCA [14].
Firstly, the rank-one constraints are equivalent to

‖Wk‖∗ − ‖Wk‖2 = 0,∀k ∈ K, (12a)

‖Wr,i‖∗ − ‖Wr,i‖2 = 0,∀i ∈M, (12b)

where ‖·‖∗ and ‖·‖2 denote the nuclear norm and spectral norm, respectively. Since the matrices

Wk,∀k ∈ K and Wr,i, i ∈ M are positive semidifinite, the inequalities ‖Wk‖∗ − ‖Wk‖2 > 0

and ‖Wr,i‖∗ − ‖Wr,i‖2 > 0 must hold if the matrices are not rank-one. Thus, by minimizing

the difference between the nuclear norm and spectral norm, we can obtain the metrics that are

nearly rank-one. It can be achieved by introducing a penalty term to the objective function of

problem (11), yielding the following optimization problem:
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min
δ,{Wi}i∈K,
{Wr,i}i∈M,Rr̃

L∑
l=1

∣∣δφ(θl)− aH(θl)Ra(θl)
∣∣2

+
1

ρ

∑
k∈K

(
‖Wk‖∗ − ‖Wk‖2

)
+

1

ρ

∑
i∈M

(
‖Wr,i‖∗ − ‖Wr,i‖2

)
(13a)

s.t. Wk � 0,∀k ∈ K,Wr,i � 0,∀i ∈M, (13b)

Rr̃ � 0, (13c)

(11b)− (11d), (13d)

where ρ is the regularization parameter. If ρ = 0, i.e., 1/ρ→ +∞, the solution Wk,∀k ∈ K and

Wr,i,∀i ∈ M will be exactly rank-one. However, in this case, the beampattern matching error

cannot be sufficiently minimized as the objective function is dominated by the penalty term. To

address this problem, we can initialize ρ with a large value to find a good start point with respect

to the beampattern matching error. Then, by gradually reducing ρ to a sufficiently small value,

the solution Wk,∀k ∈ K and Wr,i,∀i ∈ M will gradually approach to be rank-one. Toward

this idea, the parameter ρ is updated following

ρ = ερ, 0 < ε < 1. (14)

This procedure is terminated when the penalty term is smaller than a pre-defined threshold

ε1 ≥ 0, i.e., ∑
k∈K

(
‖Wk‖∗ − ‖Wk‖2

)
+
∑
i∈M

(
‖Wr,i‖∗ − ‖Wr,i‖2

)
≤ ε1. (15)

However, problem (13) is still non-convex due to the terms −‖Wk‖2 and −‖Wr,i‖2, which

can be solved by invoking SCA. A convex upper bound of the non-convex term −‖Wk‖2 can

be obtained via the first-order Taylor expansion at the point Wn
k , which is given by

W̃n
k , −‖Wn

k‖2 − Tr
[
unmax,k(u

n
max,k)

H (Wk −Wn
k )
]
, (16)

where unmax,k denotes the eigenvector corresponding to the largest eigenvalue of the matrix Wn
k .

The upper bounds W̃n
r,i of the term −‖Wr,i‖2 can be defined similarly as W̃n

k . Thus, problem
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(13) can be reformulated as

min
δ,{Wi}i∈K,
{Wr,i}i∈M,Rr̃

L∑
l=1

∣∣δφ(θl)− aH(θl)Ra(θl)
∣∣2

+
1

ρ

∑
k∈K

(
‖Wk‖∗ + W̃n

k

)
+

1

ρ

∑
i∈M

(
‖Wr,i‖∗ + W̃n

r,i

)
(17a)

s.t. (11b)− (11d), (13b), (13c), (17b)

which is a quadratic semidefinite program (QSDP) and can be efficiently solved by the con-

vex solvers like CVX [17]. Based on the procedures above, the overall algorithm for solve

prblem (10) is summarized in Algorithm 1. Given the solution accurancy ε, the computational

burden of this algorithm mainly arise from solving the SDP (17) with complexity O((K +

M + 1)6.5N6.5 log(1/ε)) [5] and the number of inner and outer iterations, which are Ii and Io

respectively. Thus, the complexity of Algorithm 1 is O(IoIi(K +M + 1)6.5N6.5 log(1/ε)).

Algorithm 1 Proposed iterative SCA-based algorithm for solving problem (10).

Require: ρ, W0
k,∀k ∈ K,W0

r,i,∀i ∈M;
1: repeat
2: n← 0;
3: repeat
4: Based on given Wn

k and Wn
r,i, calculate the optimal W?

k and W?
r,i by solving problem

(17) for ∀k ∈ K and ∀i ∈M;
5: Wn+1

k ←W?
k,∀k ∈ K;

6: Wn+1
r,i ←W?

r,i,∀i ∈M;
7: n← n+ 1;
8: until the fractional reduction of the objective function value falls below a predefined

threshold ε2;
9: W0

k ←W?
k,∀k ∈ K;

10: W0
r,i ←W?

r,i,∀i ∈M;
11: ρ← ερ;
12: until the value of the penalty term falls below a predefined threshold ε1;

IV. NUMERICAL RESULTS

In this section, the numerical results are provided for characterizing the proposed NOMA

inspired ISAC system. We assume a dual-functional BS equipped with an N = 8 antenna ULA

with half wavelength spacing, serving K = 5 communication users and sensing 3 targets in the
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directions Φ = {−60◦, 0◦, 60◦}. Given the directions of sensing targets, the desired beampattern

is given by

φ(θl) =


1, θl ∈ [ϕ− ∆

2
, ϕ− ∆

2
],∀ϕ ∈ Φ,

0, otherwise,

(18)

where ∆ is the desired beam width, which is set to 10◦ in the simulation. We also assume that

only one beam of the dedicated sensing signal is embedded with information and eliminated by

SIC at the communication users, i.e., M = 1. Furthermore, the transmit power budegt at BS

and the noise power at the communication users are set to Pt = 20 dBm and σ2
n = −80 dBm,

respectively. The channels between BS and communication users are assumed to experience

Rayleigh fading and 80 dB pathloss. The initial penalty factor is set to ρ = 102 and its reduction

factor is set to ε = 0.2. The convergence thresholds of the inner and outer iterations are set

to ε2 = 10−2 and ε1 = 10−4, respectively. The minimum rate requirement is assumed to be

the same at all communication users, i.e., Rmin,k = Rmin, ∀k ∈ K. The results are obtained via

Monte Carlo simulation over 50 random channel realizations.

A. Benchmark Schemes

For comparison, we consider the following four benchmark schemes:

• Ideal sensing interference cancellation (Ideal ISAC) [6]: In this scheme, the receiver

at communication users can perfectly remove the sensing interference with no constraint.

Therefore, the achievable rate at user k is given by

Rk = log2

(
1 +

|hHk wk|2∑
i∈K,i 6=k |hHk wi|2 + σ2

n

)
(19)

The global optimum of the resultant beampattern matching error minimization problem can

be obtained via SDR [6].

• No sensing interference cancellation (Conventional ISAC) [5]: In this scheme, the receiver

at communication users has no ability to eliminate the sensing interference. Thus, the

achievable rate at user k is given by

Rk=log2

(
1+

|hHk wk|2∑
i∈K,i 6=k |hHk wi|2+hHk Rrhk+σ2

n

)
, (20)

where Rr is the covariance matrix of the overall dedicated sensing signal r. Similarly, by
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Fig. 2: Convergence of the proposed SCA-based algorithm when Rmin = 4.5 bit/s/Hz.

exploiting SDR, the globally optimum of the resultant optimization problem can be obtained

[5].

• Communication signal only [4]: In this scheme, the BS only transmit the communication

signals. Thus, the covariance matrix of the transmitted signal is

R =
∑
i∈K

wiw
H
i . (21)

The achievable at user k is given by

Rk = log2

(
1 +

|hHk wk|2∑
i∈K,i 6=k |hHk wi|2 + σ2

n

)
(22)

Then, the resultant optimization problem can be solved by the proposed Algorithm 1.

• Proposed SIC scheme via SDR: In this scheme, we directly solve the SDR of problem

(11) and keep the general-rank solution. As the rank-one constraints are relaxed in SDR,

the feasibility region is enlarged. Thus, a performance upper bound can be obtained.

B. Convergence of the Proposed Algorithm

We demonstrate the convergence behavior of the proposed algorithm over a specific channel

realization when Rmin = 4.5 bit/s/Hz in Fig. 2. On the one hand, we can observe that the

matching error can quickly converge to a stable value, while the penalty term is gradually
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reduced to almost zero as the number of outer loop iterations increase, which reveals that the

resultant Wr,i is nearly rank-one. On the other hand, it can also be seen that the matching error is

not effected by the reduction of the penalty terms, which indicate the efficiency of the proposed

algorithm.

C. Matching Error versus Minimum Rate

In Fig. 3, we present the average beampattern matching error versus the minimum rate Rmin. It

is observed that there is only a negligible gap between the results obtained by the proposed SCA-

based algorithm and SDR, which indicates the efficiency of the proposed algorithm. Therefore,

although the SCA-based algorithm is sub-optimal, it can provide a good reference of the globally

optimal result. It can also be seen that the proposed NOMA inspired ISAC system outperforms

the conventional ISAC system without sensing interference cancellation, while the performance

of the conventional ISAC system is almost the same as the ISAC system merely transmitting

communication signals. This is because compared with conventional ISAC system, where the

power of sensing signal is rapidly reduced and even becomes zero when Rmin ≥ 2.5 bit/s/Hz in

the simulation, the counterpart in the NOMA inspired ISAC system is much larger, which can

provide more DoFs for sensing. Moreover, as illustrated in Fig. 3, the matching error achieved

by the NOMA inspired SIC scheme is close to the that achieved by the ideal interference

cancellation scheme, especially when the Rmin is not high. This is because in the simulation,
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one can observe that the power of the sensing signal is dominated by the largest eigenvalue.

Thus, only removing M = 1 sensing beam related to the largest eigenvalue will not lead to

the significant performance degradation. However, the gap between the NOMA inspired SIC

scheme and the ideal interference cancellation scheme becomes larger when Rmin is high. The

reason is that in the ideal ISAC system, the sensing signal only needs to approach the desired

sensing beampattern, while in the NOMA inspired ISAC system, it also needs to satisfy the SIC

conditions, which hinders the system performance.

D. Transmit Beampattern

In Fig. 4, we compare the transmit beampatterns obtained by different schemes when Rmin =

4.5 bit/s/Hz. Firstly, it can be seen that there is a negligible difference between the beampatterns

obtained by the proposed NOMA inspired SIC scheme via SDR and SCA-based methods. It

can also be observed that both proposed scheme and benchmarks can achieve dominant peaks

in the target directions. However, the proposed NOMA inspired ISAC system outperforms the

conventional ISAC system, where there is a noticeable gain of power in the target directions

and less power leakage in the undesired directions. Moreover, there is only a slight gap between

the NOMA inspired ISAC system and ideal ISAC system in terms of the beampattern, which

further verify the efficiency of the proposed scheme.
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V. CONCLUSION

In this paper, we proposed a NOMA inspired ISAC system, where the SIC scheme is applied

to mitigate the interference to the communication users introduced by the dedicated sensing

signal. In order to support dual-functions, the beamformers for the communication and sensing

were jointly designed to minimize the beampattern matching error under the constraints of

minimum communication rate and the SIC conditions. Given the non-convexity of the resultant

optimization problem, an iterative algorithm was proposed by invoking SCA, which was verified

to achieve a near-optimal performance close to the performance upper bound obtained via SDR.

The numerical results indicated that a significant performance gain can be achieved by the

NOMA inspired ISAC system than the conventional ISAC system. Furthermore, compared with

the ISAC system with the ideal sensing interference cancellation, the NOMA inspired ISAC

system can achieve a comparable performance, which provides an efficient scheme in practice.
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