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Abstract—This work considers designing an unmanned target
hunting system for a swarm of unmanned underwater vehicles
(UUVs) to hunt a target with high maneuverability. Differential
game theory is used to analyze combat policies of UUVs and
the target within finite time. The challenge lies in UUVs must
conduct their control policies in consideration of not only the
consistency of the hunting team but also escaping behaviors of
the target. To obtain stable feedback control policies satisfying
Nash equilibrium, we construct the Hamiltonian function with
Leibniz’s formula. For further taken underwater disturbances
and communication delay into consideration, modified deep
reinforcement learning (DRL) is provided to investigate the
underwater target hunting task in an unknown dynamic envi-
ronment. Simulations show that underwater disturbances have a
large impact on the system considering communication delay.
Moreover, consistency tests show that UUVs perform better
consistency with a relatively small range of disturbances.

I. INTRODUCTION

Recently, techniques on swarm intelligence focus on three
main methods, model-based theory, Lyapunov analysis, and
simulations. In comparison to model-based method, simulating
approaches suffer from difficulties like convergence, accuracy,
as well as complexity analyses. Moreover, Lyapunov anal-
ysis remains confined to boundary problems. Model-based
method, such as differential game theory, provides the proper
framework to analyze conflicting interests of players involved
in one or more swarm teams, and allows comprehensive
theoretical analysis revealing structural properties. Therefore,
target hunting tasks can be constructed with a differential game
framework, where players are divided into opposite swarm
teams: hunters and targets. Specifically, hunters perform track-
ing behaviors and finally encircle targets in their attacking
scope, while targets prefer escaping from the searching area
of hunters. In [1]] and [2]], authors studied differential game
among multiple hunters and multiple targets, and found the
stable flying formation when reaching Nash equilibrium. In
[3]], authors developed equilibrium open loop policies that dis-
courage hunters from attacking, while encouraging retreating
by solving the differential game of engagement.

Despite the existing research in game-based target hunting
area, few approaches have taken into consideration how dy-
namic environmental factors may affect the outperformance
of differential game [4]. On the one hand, the presence of sea

currents or winds, respectively, may significantly affect the
motion of a relatively small Unmanned Underwater Vehicle
(UUV). As a result, during the underwater target hunting,
optimal behaviors of UUVs, as solutions to the differential
game, may be greatly affected by the existence of external
disturbances. Guidance laws in complex underwater environ-
ment should consider not only the maneuverability of players,
but responses to disturbances [5]. On the other hand, the
difficulty encountered is the non-causality of control policies
caused by communication delay. It shall be shown that the
problem can be solved by introducing states that contain the
past information and capture future effects of control laws. It
just happens that along with batch learning, experience replay,
and batch normalization, deep reinforcement learning (DRL)
shows powerful capabilities to collect future effects and tackle
complex tasks without much prior knowledge [6]. Thus, in this
paper, we construct a linear differential game model to analyze
the underwater target hunting with a single target and multiple
UUVs [7]. Meanwhile, optimal feedback control policies can
be obtained with the Hamiltonian function. The challenge lies
in UUVs must conduct their control policies in consideration
of not only the consistency of swarm hunters, but also escaping
behaviors of the target. In particular, UUVs must balance the
competing objectives of keeping consistency, while avoiding
collisions when catching the target. Further complications are
caused by multi-stage hunting process, because UUVs must
select appropriate control laws within each time slot to find
feasible solutions of their respective. Moreover, modified DRL
method is provided based on the differential game model to
further investigate target hunting with communication delay
and disturbances, while past information can be stored and
future effects can be fed back to the current state.

The remainder of this paper is outlined as follows. The sys-
tem model and problem formulation are detailed to elaborate
the differential game with the underwater target hunting task in
Section II. In Section III, the solution techniques are presented.
In Section IV, simulation results are provided for characteriz-
ing the proposed differential game model with communication
delay and disturbances, followed by conclusions in Section V.
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Fig. 1: Differential game between UUVs and the target.

II. SYSTEM MODEL

In this section, we describe the system model, assumptions,
and some definitions used in this paper. Herein, an underwater
multi-target hunting differential game is considered on a two-
dimensional plane with the depth of d. The differential game
is modeled to depict cooperative game among M UUVs and
non-cooperative game between UUVs and a single target. As
shown in Fig. [T} the target 7; is randomly distributed on
a two-dimensional plane and UUVs’ team U are dispersed
around the start point O = (O,;,0,,d) in the initial state.
Their coordinates are defined as T} = (t4,,t,,,d) and U =
UM {U; = (ug,,uy,,d), i € (0, M]}, respectively. Now, we
have an assumption that UUVs and the target have perfect
knowledge (speed, state, etc.) of each other, that is, the target
hunting game is a perfect information differential game [S]].

A. Dynamics of UUVs and the target

When a target is allocated, UUVs firstly tail after the target
in the horizontal plane. Thus, we use a three-degrees-of-
freedom underactuated UUV model with a body-fixed coordi-
nate frame v; = [w;, v;, ri]T and an earth-fixed reference frame
7 = [umi,uyi, wi]T, where w;, v;, and r; represent the surge,
sway, and heave velocities [9]. Besides, v; is the yaw angle.
v; is limited by the maximum speed V; satisfying ||v;|| < V4.
Then, the dynamics of the ¢-th UUV can be given by:

7 = J(ni)vi, )]
M + C(vi)v; + B(v)vi + G(m;) = pi +7a, (2)

where M and C(v;) are the system inertia, including added
mass, and the Coriolis-centripetal matrices, respectively. More-
over, B(v;) is the damping matrix and G(v;) is the resultant
matrix of gravity and buoyancy. Herein, p; is the control input,
while T, is the interference in the environment. Besides, J(1;)
is the transformation matrix which can be given by:

cosy; —siny; 0
J(n;) = |siny; cosy; 0] . 3)
0 0 1

Similarly, we assume the velocity of the target v is limited
by the maximum speed V5, i.e. ||vr|| < Va. Similarly, the
dynamics of the target is described with:

nr = J(nr)vr, 4
Moyr + C(vr)vy + B(vr)vr + G(nr) = pr+ 4. (5)

In the underwater target hunting game, UUVs show better
chasing ability by fulfilling cooperation, thus we assume the
acceleration of UUVs and the target satisfies ||0;|| > [|97]|. As
a single target performs more maneuverability than a team of
UUVs when escaping, so we assume that the target has a wider
range of movement, i.e. ¢; € [—7/2,7/2] and ¢ € [—7, 7.

B. Underwater Communication Delay

Generally, underwater communication delays are detrimen-
tal factors for UUVs and target to get the current knowledge of
each other [[10]. Meanwhile, the information exchange is based
on the underwater acoustic transmission, and the speed of
sounds in water can be calculated with the empirical formula:

||vw|| = 14504+4.21T7—0.0377%4+1.14(S—35)+0.175P, (6)

where T, S and P respectively represent the temperature, the
salinity and the pressure [[11]. We assume that acoustic waves
travel in straight lines in underwater environments [/12].

Let e; = T;—U, denote the position vector from the current
position of the ¢-th UUV to the target’s position. Thus, the
communication delay from the i-th UUV to the target can be
expressed as d,,7 = e;/(vr —v,,), while the communication
delay from the target to the ¢-th UUV can be expressed as
d7-; = e;/(v; — vy,). The average communication delay ¢
can be expressed via the following formula:

1 M e; e;
5= — ¢ ! . 7
QMZi:I (vva+vivw> @

C. Problem Formulation

We assume the searching range and the attacking range of
each UUV are R; and Rj, respectively. The target can be
detected by the i-th UUV when ||e;|| < R;, and can be caught
when ||e;|| < Rs. The multi-UUV cooperative target hunting
problem consists in determining feedback control strategies
n; and v;, that steer each UUV from its initial position to the
target, while avoiding collisions and being too far away from
other UUVs, and thus maintaining consistency of the team.

Consider a dynamic game model for the time evolution as
described by the ordinary differential equation [|13]], we define
the state function between UUVs and a single target as:

5(t) = Fus(t — 6) + Grop(t) + Garq(t), t € [0, Th), ®)
S(O) =80, t € [*67 0]7

where s(t) = [UL(t),U(t),...,UL ), TF#)T € R™!
(n = M + 1) represents the joint position configura-
tion of M UUVs and the target at time t. Moreover,
pi(t) = [w;(t),v;(t),7(t),;(t)]T stands for the control
input of the i-th UUV. Then, control inputs of UUVs with
choices of speeds and headings can be further expressed
as p(t) = [pi(t),p3(t), ., Py ()]" € R™, while g(t) =
[ (t), 07 (t), 77 (t), 7 (t)]T is the control input of the target.
Besides, T}, is the maximum hunting time. Moreover, sq is
the initial condition, while sy is the final condition when
lle;(t)|] > Ry or |le;(t)|| < Rs. Furthermore, Fy, € R™™™,
G2 € R™™ and G, € R™** are coefficient matrices [[14]).



We consider a multi-UUV system consisting of M UUVs
with dynamics (1) and (2), for @ € (0, M], and let e(t) =
lel(t),el(t), ..., e?w(t)f. Thus, the pay-off function of the i-
th UUV with constants o > 0, 3¢ > 0 can be expressed by:

Th
P;(pi, q, so) Z%/ p; (a?g;‘i + Big5) pedt — 31}¢i(3f)3f-
’ ©)
We define that each UUV has a safety radius r to avoid
collisions with other UUVs. The i-th UUV is said to collide
with the j-th UUV if there exists a time instant ¢ such that
U (t) — U;(t)||* < r, for i € (0, M] and j € (0, M]. Then,
we define the UUV avoidance region of the i-th UUV at ¢ as
D; = UL, ;;Dij, where Dij = {||Ui(t) = U;(t)||> < r,j €
(0,M],j # i}. Thus, gZ(t) can be defined as the function
penalizing the i-th UUV from approaching other UUVs, hence
can be considered as collision avoidance function:

gid(t) = Z;V:Lj;éi (HUz(t) _ Uj(t)||2 _ 7“2) c7

where ¢ > 0 and limy, ,op,gd = +oc.

Consistency is a key technology for multiple UUVs to
coordinate and cooperate with each other to complete complex
hunting tasks. UUVs are considered to realize the consistency
such that lim, o, |U; (t) = U; (¢)|| =0 (Vi,j = 1,2,..., M)
holds under any initial conditions [I5]. Thus, g¢(t) can be
defined as the function penalizing the i-th UUV away from
other UUVs, hence can be considered as consistency functions:

M

gt)=>__ _I0@-U;m*.  an

When the target enters UUVs’ attacking range with radius
Ry or escapes from UUVs’ sensing range with radius Ry,
the differential hunting game ends. Thus, the terminal value
function with constants a and b at sy is defined as:

_ [ Va, |leill > Ry,
9i(s) —{ 1/b, lleill < Re.
To avoid being captured, the selfish target has three goals:
(1) maximizing the distance to UUVs to avoid being chased;
(2) minimizing its own control effort; and (3) maximizing the
control effort ||g(¢)|| of UUVs, such that UUVs would take
more efforts to hunt the target and the target would have more
chances to flee away. Thus, the pay-off function of the target
related to the ¢-th UUV can be expressed as:

7 _1 T T 1
Pr(pi,q, s0) = 5/0 q (HUz‘(t)—Tl(tW>th' (13)

In general, the pay-off function of the underwater target
hunting system can be designed according to (9) and (T3):

(10)

12)

M

Pg(p,q,50) = Zi:l
1 M o T d _d c c
=5 Zi:l { /0 p; (afgl(t) + Bigi(t)) pidt

[ qT[nUi(t)—n<t>||—2]th—s}<z>i<sf>8f}-

{Pi (pi g, 50) — PTi’(piJIaSO)}

(14)

Using the pay-off function (I4), we define the differential
game where each participant attempts to minimize their re-
spective pay-off functions for a given initial state [3]], which
can be expressed as:

Pr; (g, s0) :mgn Pg(p.q, so). (15)

Moreover, the equilibrium value P} (s¢) satisfies the follow-
ing Nash equilibrium condition:

P (p",q,50) < Pp (P", 4", s0) = P(so) < Pe (p.q", 80).-
(16)
Problem definition: Taken the system function (§) and pay-
off function (14) into consideration, solving the UUV-target,
non-cooperative underwater target hunting differential game
consists in determining an admissible pair of feedback strate-
gies (p*.,q") such that Pg (p*,q,s0) < Pr(p*,q",80) =
P} (so) < Pg (p,q*, so). Moreover, UUVs always terminate
the game in catching the target, while minimizing their re-
spective pay-off functions. Simultaneously, the target attempts
to maximize UUV’s pay-off function throughout the course of
differential game. Using these goals along with dynamics of
UUVs and the target, the differential game is defined as:

VE‘(SO) = mpin méiX {PE(pa q, 30)} ) (17)

subject to (I), (), @), (5), with the final condition s if there
exists an UUV ¢ satisfying ||e;|| > Ry or ||e;|| < Ra.

III. SOLUTION TECHNIQUE

In this section, the Hamiltonian function is used to gain
feedback control policies. Meanwhile, the modified DQN
method is further proposed to study the influence of delay
and disturbances on target hunting differential game.

A. Optimal Control Policies for Underwater Target Hunting
with 6 =0

The function Vg (sg) represents the equilibrium value of the
game starting at so when UUVs and the target implement their
respective equilibrium control strategies p* and g*, which can
be solved by:

p*,q" = arg Irgn méiX {PE(pa(Ia 30)}' (18)

Given the feedback policy pair (p, q), the cost of policy pair
at time ¢ such as Vg(s(t)) can be defined as [16]:

Vels() = 3 3 { [t (et 0+ ptac ) pua

Th
- [ a0 - T g - shads sy
t
(19)
Since the value of is finite, a differential equivalent can
be found by using Leibniz’s formula and differentiating. Thus,
the Hamiltonian function can be constructed as [3]:

s 1 M c_cC
0=vVE -3+ 5 5, {8 (alatlo) + stac(0)
T 1

- NMTT 72N A2\ =H Y ) 7VV )
1 |Uz'(t)Tl(f)|2q} £(8,P. 4, VVe)

(20)
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Fig. 2: The feedback control diagram of underwater target
hunting game.

where VVg = (8VE/6U1, te ,8VE/8UM s 8VE/8TZ )T.

Thus, the optimal control strategies for UUVs and the
target are found by maximizing or minimizing the Hamiltonian
function appropriately. Furthermore, the necessary condition

for the Nash condition in can be reformulated as:
p*aq* = arg min maX{HE(Svpaq,va')}v 21
P g

for each feedback policy pair (p,q). When reaching Nash
equilibrium, there exist stationary conditions:

0Hp/0s = FIVVp = V2V, (22a)
OHp/OVVg = Fys + Guap + Ga1q = 8, (22b)
CoE = (algl(0) + Bigi(0) b+ GLYVE =0, (220
OHEg 4 -2 T *

i z_; |Ui(t) — Ti(t)|| "2q + G, V'V = 0. (22d)

Furthermore, optimal control policies p; (s) and g* (s),
which set up for all UUVs and the target, can be obtained

by jointly applying and (22d) to 20):
p; (5) = —[algl(t) + Bgs (1)) T GT, () VVE ()
, GY, (s) VVi (s)
q*(s) = a1 E :
YU - T(t)]| -2

Accordance with the assumption VVg = P-s (P € R™*"),
the equation in can be reformulated as:

pi (s) = ~[afgf () + Bigi (1] ' Gl, (s) Ps,
T

q* (S): - G21 (S)PS )
> i1 1Ui() = Tu(1)]] =2

Applying VVi = P - s to the stationary condition (22a),
we gain the equation FI Ps + Ps + P = 0. Furthermore,
Riccati equation (23)) can be obtained by applying (24) to (§).
Specifically, for Vs, there exists a symmetric matrix P with
the terminal state function P; = s satisfying:

(23)

(24)

M
FIP+P+PF,— PG,y [adgl(t) + Bgs(t)]  GT,P

i=1

(25)

Algorithm 1 DQN-Based Algorithm for Underwater Target
Hunting Task with communication delay § € [0, T, — o).

Input: Admissible control policy (pg, qo), initial state s,
disturbances 14, Vg = 0, time slot k = 0.
1: repeat
2:  Calculate the underwater communication delay:

1 M e; e;
6= |— k : .
{2MZ<UT—UUJ +vi—vw>J
if £ — 6 <ty then

i=1
Randomly waking with initial settings.
else
Given state s(k — ¢), update control policies p(k),
q(k) based on Pj.
7: Calculate reward R based on (27).
8: Calculate Q-value Pf, based on (28).
9: end if
10 k<« k+1
11: until ||e;(k)| > Ry or |le; (k)| < Rs.
Output: 5(¢).

(29)

SANEA

The feedback control laws can be expressed as p =
Ki3s and q = Ks;s, while feedback constraints Ko, =
(KL K2 . KM'T and K, shown in Fig. [2| respec-
tively satisfying:

Kiy = —[algl(t) + gt (1)) T GTy (s) P,
Gg1 (3) P .
SM U - Tie)]| -2

B. DON-Based Algorithm for Underwater Target Hunting
with § € [0, Ty, — to]

Deep Q-learning (DQN), as an important component of
DRL, can store past information and pass back future effects
through target network [17]]. By using DQN, we can jointly
simulate the communication delay and underwater distribu-
tions [6]. Along with real-time state s(¢) and control policies
[p(t), q(t)], the reward function that motivates UUVs to
complete the target hunting task is negative to pay-off function
@I) in section II, which can be further expressed as:

Rp +1/Pg (p,q,5(t = 9)),V [ei] € [R, Ri],

a, 3 |e;i|l > Ra,
b, B ||€ZH < RQ.

(26)

Ky

Rg =

27
Herein, Q-value (Pj) will be iteratively updated when
UUVs conduct control policies, which can be provided by:

PE‘ = ES’NS[T + X(g/n;})PE (Slapla q/) |S(t - 5)ap7 q}y (28)

where 0 < x < 1 is a discounting factor to decrease the
weight of future rewards, while s’, p’, and ¢’ are the state
and policies in the next time slot. The process to accomplish
the underwater target hunting task with communication delay
and disturbance is illustrated in Algorithm 1.



TABLE I: Parameters of System and Algorithm

| Parameters Values

Learning rate (§) 0.0002

Training episodes (£) 5000

Discounting factor (x) 0.9

Batch size 128

DQN Memory capacity 10000
parameters e-greedy (€) 0.9
Start point of UUVs (O) (400, 400, -200) m

Number of UUVs (M) 3

Initial distance | T} — O] 40 m

Maximum speed of UUV (V1) 5 knot

Maximum speed of target (V2) 2 knot

System Acceleration of UUV ([|v;]) 0.008 knot/s
parameters | Acceleration of target ([Jlor D 0.0016 knot/s
movement range of UUV (¢;) [—m/2,7/2]

Movement range of target (¢r) —T, T

Safe radius of UUV (r) 5m

Sensing radius of UUV (R;) 80 m

Atattcking radius of UUV (Rz2) 15 m

Initial speed of UUVs (V) 1 knot

Initial speed of the target (V;) 1 knot

Maximum number of time slots 1000

Constraint (a) -1

Constraint (b) 10

Constraint (c) 0.5

IV. SIMULATION RESULTS

In our simulations, UUVs’ hunting center O is located in
(400,400, —200) initially with M = 3 UUVs. The target is
randomly distributed 40 m away from UUVs, i.e. | T; — O|=
40 m. As for the speed of players, UUVs and target both begin
with 1 knotﬂ while the maximum speed of UUVs limited by
V1 = 5 knot and the maximum speed of target limited by
V5 = 1 knot. Herein, we assume UUVs and the target have a
stable acceleration at each time slot with ¢; € [—7/2,7/2]
and ¢y € [—m,w]. Moreover, the safe radius, the sensing
radius of UUYV, the attacking radius of UUV are set to 5 m,
80 m and 15 m, respectively. Since the target hunting task
is finite-time, maximum time slots during one episode are
set to 1000. Besides, constraints a, b, ¢ are used with -1, 10
and 0.5, respectively. We implement the modified DQN with
Pytorch and conduct 5000 episodes experiments to verify the
performance, where the structure of DQN is established with
a fully connected neural network including two hidden layers.
Table [I] shows parameters of the system and Algorithm 1.

Here, the DQN method without considering the underwater
communication delay is used to compare with Algorithm
1. Moreover, rewards and consistency curves in Fig. 3 are
treated by smooth functions. Fig. 3 (a) and Fig. 3 (b) show
two underwater target hunting examples when 6 = 0 and
§ € (0,T, — to), respectively. Results validate that when
considering the communication delay, responses of UUVs
perform hysteresis property. By applying the designed target
hunting difference game and the modified DQN method in
Algorithm 1, we record the total rewards during each episode,
as shown in Fig. 3(b) and Fig. 3(e). The conclusion can be
drawn that underwater disturbances have a larger impact on
the system when § € (0, T}, —to), while the paths are relatively
smoothing when 6 = 0. Moreover, rewards versus 74 converge

1 knot=1.852 km/h

at different episodes, which reveals that different ranges of
disturbances affect convergences and rewards of the system.

Initially, a single UUV is blind to other UUVs in an
unknown environment. However, in order to complete the
underwater target hunting task efficiently, UUV needs to adapt
the control policy p; by identifying whether other UUVs have
a closer or weaker cooperative relationship. Based on the
underwater information exchange, there is a simple inference
technique to analyze the consistency between UUVs. In each
training episode, the pay-off function P;(p;,q,so) can be
recorded, while it can reflect the consistency between UUVs
on a certain target hunting process [18]]. In this work, the
Kendall correlation coefficient k;; is used to obtain the
consistency between UUV ¢ and UUV j. Thus, the consistency
index « of UUVs in ¢ episodes can be defined as:

2
Rij = m Z sgn (sz - Pzn) sgn (ij - Pjn)a

m<n

) (30)
K:MZW, i<j, mel0,4, nelod.

With the consistency index «, Fig. 3 (c) and Fig. 3 (f)
show UUVs perform a good consistency during underwater
target hunting tasks, especially when achieving convergence.
Furthermore, we can see that consistency curves with § = 0
converge at about 1800 episodes, while consistency curves
with § € (0,7}, — to) converge at about 2300. Interestingly,
UUVs have a larger « when considering the communication
delay. This is mainly because that the hysteresis property leads
to a relatively lazy movement, which improves the consistency.
Moreover, UUVs suffering from a relatively small range of
disturbances, performs better consistency when conducting
target hunting task.

V. CONCLUSION

In this paper, an underwater target hunting differential game
considering communication delay and underwater disturbances
has been proposed. In addition, to investigate the optimal
controls of UUVs with minimum pay-off function, the Hamil-
tonian function is used to gain the feedback control policies
and modified DQN method further studies the influence of
delay and disturbances on target hunting system. Simulation
results have revealed the cost and consistency of target hunting
task versus communication delay and underwater disturbances.
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