A Delay Model for Logic Synthesis of Continuously-Sized Networks
Joel Grodstein, Eric Lehman, Heather Harkness, Bill Grundmann, and Yosinatori Watanabe

Digital Equipment Corporation, 77 Reed Rd, Hudson, MA

model will enable us to use a modified tree-piag tech-
nology to efficiently produce continuously-sizedtlists

Abstract: We present a new delay model for use in logic satisfying certain electrical noise and power constraints.

synthesis. A traditional model treats the area of a libraryg,r own application is for continuously-sized, full-

cell as constanand makes the cellslelay alinear  cystom designsHowever, the delay model is also
function of load. Our model ibased on a different, but  gppjicable to other methodologies, such as high-end
equally fundamental linearity ithe equation relating siandard cell, where there are many sizes of each cell.

area,delay,andload: namely, we may keep a cetlslay  ggsentially, it applies to any technology where sigiing
constant by making itarea a linear function of load. g gptain a desired delay is viable.

This allows us to technologyap using a library with

continuous devicsizing, satisfies certain electricabise Constant-delay modelindpas been used frequently in
and power constraints, and in certaicases is compu- technology-independent algihms. For example, Wang
tationally simplerthan atraditional model. Wegive [15,pg.167] proposed decomposing a nhetwork into
results to support these claims. A companion paper [14pounded-fanin NAND gatesassigning a unitdelay to
usesthe computational simplicity to explore wide each level of logicand determining and restructuring
search space of algebraic factorings in a mapped networkcritical regions with the resulting arrival times.

1. Introduction. Most technologymapping algorithms  Singh[12, pp.13-19] has measured thecuracy of

for logic synthesis have been targeted at technologieyarious technology-independent delay models. He
with a limited number of cell sizes. A straifgrvard concludedthat the unit-delay model on bounded-fanin
modeling technique willhenmodel each library element gates wasthe most accuratélis speeduf8] made
with a unique cellwhosearea isfixed andwhose delay  technology-independent decomposition decisions by first
varies with output loading. A class of technology-map- breaking dowrthe network into two-inpuNAND gates,
ping algorithms callettee-mappind1,2,3] is well suited  and then modeling each NAND gate as a unit delay.

to such a model. Given a tree-structured netvaoréd a
fixed cell library, tree-mapping algorithmsin intime
linear in the number in the number of circoditdes. They
are alsdinear in the number of librargells, which is of
course not a problem for these reasonably-small libraries.

Saldanha et. al.[10] usquhth sensitization to make the
longest realpath in a network false. [10]'sinitial
implementation uses a unit-delay model on technology-
independent two-input NAND gates. [10] argukat the
unit-delay model is a reasonable heuristic, citing Singh's
At the other end of the performance spectrum, full- results from [16].

custom designcan achieve high device densities and

clock speedg13]. However, it reuires, among other Each of theabove approaches usethe constant-delay
things, theability to create gates of any desired siteis ~ Model as a simple, fast approximation to welby. This
conceptually implies an unbounded number of library S|mpI|C|t.y allowsthem toqupkly consider many different
cells, and clearly precludesthe directuse of a tree Stucturings of @echnologyindependennetwork. Our
mapper, whose execution time is linear in the library size.2PProach is different. We usie constant-delay model in
One alternative is to approximate the continuous library@ t€chnologynappedrealm as the synthesieol's most
with a discrete, near-continuous (amdry large) cell exact library representation. We will present, in Section

library. However this produces suboptimal results (since 2 Circuit simulation data tshow that ours is a valid
the library is still not continuous), and is also slow. timing model. Section 3 demonstrates the modesés for

technology mapping, and Section 4 gives results.

We propose a new model for continuously-sized CMOS ) ,
gates. In thisnodel, a cell'slelaywill be held constant. A companion paper [14] takes a different approach. Just

As the cell's load changes, the cell's size automatically®S Previous works have used a simple delay model to

grows exactly enough to hotttlayconstant; making its €XPlore many different structurings of ®chnology-
areaa function -- in fact dinear function - of load. This  ndependent network, [14] uses alelay model's compu-



tational simplicity to explore avide space of network delay of a NAND2 gate ikeld constant; as the output
restructurings in thenappedealm. load changes, we change the gate sizenesessary.

_ SPICE simulatiorshowsthe relationship to be almost ex-
2. Our Delay Model We have spent several years using actly linear. Intuitively, driving a constant amount more
a technology mapper based on [2] to synthesize theyiput load in the same time requires driving a constant
control logic of high-performance microprocessors. OUr gmount more current, which requires a constant amount

design methodology allows continuosiing and the  mgre device size. We give the following theorem [6].
mapper did not, so wgavethe mapper a large library of

discrete gate sizes. As we included more cell sizes in our Theorem |. Given a gateobeying the Elmore[5]
library, the mapper obtaingatogressively better results, delay model:i.e., all transistors can bmodeled as
but at the cost of more CPU time. resistors with R (1/ device_width), the capacitance

. . , i on any node varies linearly wittevicewidth, and the
The mapper in [2] models the minimal arrival time at any delay to the gate output q is the elmore

node as a piecewise-linear (PWL) function of load. These _ . .
PWL functions typically resemblEigure 1. Eachode t= Iz Riin » Where Ry is the resistance of the
has many segments, each representing tise of a
progressivelylarger cell as the node loading increases.
Almost every size of gate is represented in the PWL
arrival function ateverynode. Larger NAND2sypically
have ahigher base delay but a lower load-dependent
delay; thus there will besome load at which any given
size is optimal. We next plot multipledelay lines forthe same gate in
Figure 2 (all plots ardor a recent CMOS technology;
delay numbergare scaled for proprietary reasons). If we
then take avertical line representingome given constant
output load, we noticthat as thejate speed gets faster, it
requires more area increasekeepmaking it faster by a
constantdelayincrementAt. At somepoint, it becomes
guite impossible to make the gate any faster.

common path between anyinternal node iand q.
Then, if the external loading &; is treated as an
independent variablend thedevice sizesre scaled
as needed to keepconstant, it will result in gate area
varying linearly in Gyt

Figure 1 - PWL solution at a node

Unfortunately,this data representatidrecomesnore re-
dundant as we addhore gate sizes to the library. The
graph essentially implieghat weshould use a NAND2
andsize it based othe actual loading. Ourew model
essentially lets us represent the solution at any node with
exactly this information.

Any delay modemust represent the relationshiptween
cell area, loadanddelay. A common moddias thesize
of a gate being constant, and the gatelaythenvarying
linearly with output load. Thisnodel is intuitiveand is
accurate to a first order [9, pg.254].

There is another fundamental linear relationdigpveen Figure 2 - W vs. load, constant D
the variables of area, loadnddelay. Wecan hold the



Any gate drivestwo loads -- the external loathat we We can thusise Figure 3 to pick a worst allowalskdf-
have plotted against,and also its self-loading loading and directly translate it into thefastest
capacitance. The self-loading consists ofriternal cell “reasonable” delay fothat gate type. Atthe other end,
wiring, parasitic and internal chann&pacitances. For making the gatedelay slowerand slower gives us
good cell layouts, wean assume these are dominated bydiminishing area savings, as noted in Figure 3. This, and
effects proportional to device size. We now define a gate'she fact that slower transition times result inmeduced
self-loading ratio in unitless terms as the ratio of noise immunity to electrical coupling effects [7], give us a
Cself load! (Cext + Cself 10ad- It represents the maximum "useful” gate delay.

proportion of the electricaBnergy which ischarging . ) .
internalloads, as opposed twing "real” work. We now Consider next thdollowing definition of adelay-power

state another theorem[6]: efficiency product. Pick a given external loagyg Allow
the size of the driving gate taary and define d as the
Theorem 2 Given a gatebeyingthe Elmoremodel gate's delay at any given size. Defing;q as the gate

as beforeThen, atany given gate delay, its unitless delay atthe 100% self-loading poirind ¢g| in unitless
self-loading ratio is amvariant. That isself-loading  terms as dighi,. Next define Eg| in unitless terms as
ratio dependsonly on delay,and is independent of EroFE / G, Vyi Finallf/, define the delay-power
external loading as long as the gate size is increaseéfficiency as (gb) * E,g)™. Figure 4 plots f| as a
to keep delay constant. function of gate delay for a NAND2 gate swept over a
wide range of gate sizes. Four plots at four different loads
are superimposed. We see thatdb&ay-power efficiency,
as well, is a function of gate delay only, virtually
independent of load.

Figure 3 - Self-load vs. delay

Figure 3 showshis graphically (thdour plots lie on top
of each other). Theorem 2 also explains the phenomenon

observed in Figure 2. As a gate gets fastegelloading Figure 4 -Efficiency vs. delay
increases. It thus takes more extra area to make it faster
by the same constant incremeit 2.2. Range of the delaynodel. When we combine the

_ . narrow peak of thelelay-power efficiency curwaith the
2.1. Electrical and power constraints.We canalso  aforementioned loweand upper bounds on gate delay,
relate  self-loading ratio to power. Self-loading we find that the raticoetweenthe fastestand slowest
capacitance implies work which is "useless'thiat it is useful delays is onhe order of 3:Tor every CMOS
not charging external loads. Thus, keeping #e-  technology we have seen. Wan now explain Singh's
loading ratiolow implies ahigh ratio ofuseful work to conclusion [12] that the unit-delay model is so
for minimum Self-loading I’a'[iO, it is sufficient to consider the depth of a circuit in gates will approximate the real

a gate's delay only #s areamay be whatever it needs to  gelay; especially since variations in gate delaysl to
be for the proper delay, without affecting the ratio. cancel over a long path.



3. Incorporation into a Tree-Mapping Technology
Mapper. Our global strategy will be straightforward. A
conventional delay model would usenstant-area cells,
and attempt t@pproximate the continuous anemge by
having many discrete cells. Instead, wse several
constant-delay cellsand approximate the continuous
delayrange. Our mappeproduces a wirelist coaining
cells with known delays, whicare assigned the@orrect
sizes by a simple sizing technique such as [9, pp 252].

Both the constant-areend constant-delay models relate
area, loadanddelay. Given a library with enough cells,
either modekan take anywo ofthe three variables and
predict thethird, and thus aréunctionally equivalent in
the limit case of densely-populated librariddowever,
given the 3:1 range in calelayand anearly 100:1 range
in cell area, our library can be far smalléhan
conventional ones -- for a methodology allowing
continuous sizing.

We incorporate our delay modelithin a tree-mapping
technology mapper [1,2]. Tree mappean beused to
optimize many different cost functions:g., areadelay,
and area under a delay constraint.

Since our model essentially reversias roles of area and
delay, minimal-area tree mapping camow be doneery
similarly to existing min-delay algorithms (e.g., [2] ch.
2). Min-delay mapping isanalogously done with an
existing min-area algorithm (e.g., [1]).

Min-area mapping under a delay constraint is perhaps th

most usefubnddifficult problem. Thereare several met-

hods in the literature of dealing with it, e.g., [2, p.22] and

[4]. We focus onthe two-passalgorithm in [4]. For the
first pass, [4] chose a constant valueakidassumedhat

the expected load aill tree-internahodes was equal to
K. Thisreduced thelelay of each cell to eonstant, and
allowed [4] to store simpléarrival time, area) pairs for

constant-delay library. The constant-area library has
approximately 16 sizes for each gate tyfde constant-
delay libraryhastwo. We havetaken several networks
from a low-power, high-performance microprocessor
currently in design,and processedthem with our
technology mapper using the constant-delay library.

For comparison purposes, we haten converted the
results to théoest possible equivalensing the constant-
area library. At nodes whidire speed-critical, wehoose
the next-larger cell size to redudelay. At nodes which
arebounded byhe methodology's slowest possible delay,
we likewise round up tdhe next larger cell tavoid
violating electrical constraints. At othapdes, we round
to the nearest legal discrete cell size.

Table 1 showghe results. Column divesthe name of
each example (thevery bottom row gives geometric
means of allexamples). Column 2 givebe example's
size. Columns &nd 4compare theninimum cycle time
which can beproduced by each library. Throughout the
table, columns labelled "CD" give results for the
constant-delay, continuously-sized libraayd columns
labelled "CA" arefor the discretely-sized, constant-area
library. Notethat, asexpected, upsizing gates tfte next
discrete size past what our library designer considered to
be the point of diminishing return@roducedvery little
effect; a geometric mean of only 1.3% delay
improvement. This will bedwarfed by routingeffects
when the networKayout is done. In fact, one network
ven had aslightly slower delaywith the largercells.

his is attributed to an increase in tloack-biased
source/drain diffusion diode capacitances associated with
the larger devices.

Columns 5 and 6 give the area restdtseach library. As
expected, the constant-delay library used significantly less
area (14.8%)than did the discrete libraryThis is
partially becausethe constant-delay libraryas able to

the solutions at each node instead of piecewise-linear funyge exactlythe smallest cell size on noncritical nodes,

ctions. The inaccuracies due to [4]'s simplifietbdel
were assumed to beinimal, andwere heuristically adj-
usted on a later pass. \Weepthe first pass from [4] ex-
actly. Our cells haveheir native constandelays.Their
area is heuristically assumed constant equal to the
slope oftheir actual areas. loadline. We then eliminate
the seond pass of [4] altogethand, asmentioned,
replace it by a sizing technique similar to [9, pg.252].

4. Results and Conclusions/Ne have built a technology
mapper using these ideas on top of SIS [11]. baised
on a tree mapper which minimizes area undatekny
constraint (MADC), as described in Secti@3, and
followed by asimple devicesizer based of9, pg.252].
We havethen built both a constant-area libragnd a

where the constant-area librdrgd tousethe next larger
size. It is also due to the constant-delay library avoiding
area overkill on critical nodes. Columnsiid 8give the
total power expended for eaddircuit. They disregard
switching probabilitiesand use a simple model where
power o« CV2. Note that the power measurements are
roughly in line with the area measurements.

Finally, columns 9 and 10compare delay-model
complexity. Column 9 givethe total number of solution
points used by our MADC mapper. Column 10 contrasts
this to a min-delaypiecewise-linear mapper such as in
[2]. As mentioned in Section 2, the piecewise-linear
mapper uses at least one solution point for each cell
strength in the library averynode while calculating the



minimum-delay solution. A true MADC solution such as 3. Keutzer, K., "DAGON: Teqhnology Binding and Local
proposed in[2, pg. 22]Jwould be substantially more Optimization by DAG Matching”, Proc. DAC 1987, pp. 341.
expensivestill. As expectedthe computationajainfrom 4 Chaudhary,K. and M. Pedram,"A Near-OptinAdgorithm
the 3:1 range irdelays vsthe 100:1 range in areas is  [of Technology Mapping Minimizing Area underDelay
substantial. Weobservethat it is sosubstantialthat it Constraints,” Proc. DAC 1992, pp. 492.

. 5. Elmore, W.C., "The Transient Response of Damped Linear
enables a true MADC mapper to use 1fder solution Networks ... " J. Appl. Phys., V19, #1,Jan. 1948

points than asimpler min-delay mapper. Thisom- 6. Proofs available on request from the authors.

putational simplicity will be used to good effect in [14]. 7. Grundmann, B, and YT Yen,"XREF/Coupling: Capacitive

) Coupling Error Checker", Proc ICCAD, 1990, p.244.
In conclusion, we have developed a new delay model. Oug, Singh, KJ,et. al.,"Timing Optimization of Combinational

model keepshe delayof any cell constant by varying the Logic," ICCAD-88, pp 282

cell's size in proportion to changes in its output load. We?9. Glasser, L. and D. Dobberpuhl, "The Design Andlysis of
have shown the model to be both accurate and VLSI Circuits", Addison Wesley, 1985

computationally efficientand motivated it with circuit- ~ 10.Saldanha,A., H.Harkness, P.McGeet, al.,,"Performance
integrity and power considerations. We have used it to _ OPtimization Using Exact Sensitization", Proc. DAC 1994
give insight into previous technology-independetlay 11.Sentovich,E.et.al., Sequential Circuit Design using Synthesis

modeling, and demonstrated its use irechnolo and Optimization,” Proc ICCD 1992, pp 328.
9 gy 12. Singh,K.J.,"Performance Optimization of Digital Circuits,"

mapping. A companion paper [14$es its computational PhD Thesis, U.C.Berkeley, 1992.

simplicity to explore a wideange of structurings of a 13 Bowhill, et. al., "A300Mhz 64b Quad-lssue CMQESC

mapped network. Microprocessor," Proc ISSCC 1995, pp.182.
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Table 1 - Results

circuit gates area power # solution pts

cD CA |OD CA D CA o CA
an32a 26 117 1114 1270 318 114 133 1320 | 768
cond 30 1.79 1.80 | 1124 1404 419 59.8 429 | 468
iclk 45 234 1234 |2069 2357 88.8 1009 | 600 | 900
jexc 27 46 46 1611 664 26.0 28.1 224 384
isctl 67 5.5 5.5 11765 2044 79.6 91.3 2727 | 1212
maccetl 43 48 45 896 998 39.6 44.1 780 720
mcastct] 50 1.66 1.65 | 2383 2667 104.7 1168 | 737 804
| g. mean: 1.387 | 1.37 | 1054 1210 | 45.7 52.2 603 706
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