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Abstract

A built-in self-test (BIST) methodology to test system
backplanes by using BIST functionality in each of its con-
stituent boards is presented. Since the configurations of
systems changes frequently, at the system level, the pro-
posed methodology employs a simple test schedule which
can be easily changed whenever the system configuration
is changed. Since the boards used in such systems are de-
signed for use in a wide variety of systems, the proposed
methodol ogy defines the test objectivesto be achieved by a
board’s BIST circuit in terms of the board's edge pin con-
nections, independent of the configurations of the systems
in which the board may be used. It is shown that the com-
bination of the proposed test schedule and the availability,
on each board in the system, of any BIST circuit that satis-
fies the proposed test objectives, guarantees safe testing of
faultsin backplanes.

A programmable test architecture and an algorithm to
program the architecture to obtain BIST that satisfies the
test objectives is also presented. Finally, the applicability
and effectiveness of the methodol ogy isdemonstrated via its
applicationto multiple configurationsof an example system
that uses a VME backplane.

1. Introduction

Large industria systems are typically implemented us-
ing sub-systems, which areimplemented on separate boards
and integrated using a backplane. By providing standard-
ized interconnects between boards, backplanes makeit pos-
sibleto build systems that can be constantly updated and/or
grownusingawidevariety of off-the-shelf boards. Sincethe
backplane is the main communication link of such systems,
itserror free operation iscrucial to the system’s operability.
Besides the faults caused over time by the hostile environ-
mentsin which many such systems operate, faults can bein-
troduced whenever aboard is removed, replaced, or added.
Such faultscan be caused dueto reasons such aslooseor im-
proper connections, or bent connector pins. Hence, built-in
self-test (BIST) circuitry for backplane testing will find fre-
quent use.

The objective of backplane testing is to test the inter-
connect structure of the system bus which resides in the

*Thisresearch was funded by Lucent Technologiesand NSF CAREER
Award no. M1P-9502300

0-89791-993-9/97 $10.00 J 1997 IEEE

backplane and the interconnect structure of the edge pin
connectors which connect each board to the system bus.
During backplane testing, al the local nets on each board
are assumed to be well tested. Similar to how the |IEEE
1149.1 boundary scan architecture (BSA) [12] test access
port (TAP) port helpsinterconnect testing between chips at
board level, we assume and exploit the presence of atest bus
whichiseither apart of system busor comprisesof afew ex-
tra lines added to help the interconnect testing at the back-
plane level. This test bus can be either 1149.1 multi-drop
extension[14, 26, 27] or |EEE 1149.5 modul etest and main-
tenance (MTM) bus[13].

Despite bearing significant similarities with testing of
inter-chip interconnects via boundary scan at board leve,
backplane testing poses several new and unique require-
ments. Firstly, while at the board level, during BIST, dl the
boundary scan cells (BSCs) can be configured as a single
scan chain under asingle controller, at the backplane level,
the cells in each board must form a separate chain, where
each chain is controlled by a distinct on-board controller.
Typicaly, theon-board controllersare controlled by asingle
master controller viathe test bus. The presence of multiple
chains and two-level hierarchical control necessitates coor-
dination between the on-board controllers, altering the man-
ner inwhichmulti-driver conflictsare avoided and high fault
coverage is obtained. More importantly, unlike the config-
uration of aboard, which remains relatively fixed, the con-
figuration of backplane interconnect changes continually as
boards are removed, replaced, or added. Furthermore, the
BIST circuitry in each board should be assumed to be de-
signed by a different designer, without any a-priori knowl-
edge of theexact system configuration. A new framework is
required to develop BIST for backplanes that can take into
account al these differences.

Most previous work in testing interconnects focused on
the development of deterministic tests for interconnect be-
tween chips at the board level [7, 9, 15, 17, 22, 25, 28]. As
pointed out above, the extension of these board level meth-
ods to backplane testing is non-trivial. In the interconnect
test phase of [8], only board level interconnects are tested.
Once the global knowledge of the system configuration and
net lists of each congtituent board are available, test meth-
ods used at board level are extended to test system level in-
terconnect in [1, 2], where a dominant short fault model is



also defined to address shorts between outputs of compo-
nents employing different technologies. The walking en-
able agorithm [18] uses disable and enable vectorsthat en-
ableone board at atimeto make backplane testing indepen-
dent of changes in system configuration. The decentralized
BIST [23] addresses interconnect testing at both board and
backplane levels. Even though the BIST circuitry is decen-
tralized, the BIST circuitry on each board is required to be
an exact copy of their BIST architecture. This limits the
applicability of the method in scenarios where off-the-shel f
boards from different manufactures are used.

In this paper, we propose a framework to design BIST
that uses the walking enable approach [18] in its backplane
level test schedule, in which oneboard isactivated at atime,
but employs a more compact set of patternsto test the faults
in the activated board’s edge pin connector nets, i.e. the
interconnection between the edge pin connector boundary
scan cells (PCCs) and each pin of the board. By identifying
therequired test information and defining test objectivesfor
BIST on each board in the system, the proposed methodol -
ogy achieves near independence from system configuration
and compl ete independence from how the BIST circuitry in
each board achieves the specified test objectives, and guar-
antees the achievement of complete fault coverage in short
test time and the avoi dance of any multi-driver conflictsdur-
ing backplane testing.

A BIST architecture that satisfiesthe requirements of the
proposed methodology is presented. A test pattern gener-
ator (TPG) design procedure, based on the generalized in-
put reduction techniques [5] where the notions of incompat-
ibility [4] and conditional incompatibility[5] are used to de-
scribe the test objectives that a TPG must satisfy, can be
used to program the test architecture to achieve safe test-
ing and compl ete fault coverage in short time and low area
overhead. Finally, all thefeatures of the proposed backplane
test methodology, along with its ability to easily adapt to
changes in a system’s configuration, are demonstrated via
its application to test the backplanes of three versions of a
system that uses a VME backplane.

2. Background
2.1. Backplane Nets

According to the characteristics of thedrivers, backplane
nets can be classified as 3-state nets, bidirectiona nets, sim-
ple nets, wired-AND nets and wired-OR nets. A 3-state net
isdriven by one or more 3-state drivers, each of which has
adatacell and acorresponding control cell. A 3-statedriver
is said to be enabled (disabled) when the enable (disable)
valueis assigned to the corresponding control cell. A bidi-
rectional net is driven by at least one bidirectional driver
which actslike areceiver when disabled (by the assignment
of its disable value to the corresponding control cell) and
becomes a 3-state driver with a receiver when enabled. It

can be shown that, for our problem, bidirectiona nets and
3-state netsare equivalent. Hence, in thefollowing, weonly
consider 3-state nets, but our methodol ogy can be applied to
backplaneswithbidirectiona nets. A ssimplenetisdrivenby
asingle2-statedriver, whileawired-AND(OR) net isdriven
by multipledriversof a suitable design.

A 3-dtatenetissaid to bedisabledwhen dl itsdriversare
simultaneously disabled. To simplify the discussion, we as-
sume that adisabled 3-state net holdsalogic-1 value; how-
ever, our resultscan a so be applied to netsthat hold alogic-
0. We a so assume that the driving strength of an enabled 3-
statedriver issignificantly higher thanthat of adisabled one.
We say that asimple net is disabled, when alogic-1 value
is assigned to its driver, so that it holds the same value as
that of adisabled 3-state net. A driver of awired-AND(OR)
net is said to be disabled when alogic-1(0) is assigned. A
wired-AND(OR) net is said to be disabled when al of its
drivers are disabled simultaneously. Note that the resulting
value of awired-AND(OR) net is the same as that obtained
by the evaluation of alogic AND(OR) gatewhoseinputsare
the drivers of thewire net.

In the following, we consider the faults associated with
theedge pin connector nets(i.e. theconnectionsbetween the
PCCs of a board and the pins of its edge pin connectors),
edge pin connectors, and the backplane nets (i.e. the inter-
connectionsin the backplane chassis). We assume that any
two driver pinsin the edge pin connector of aboard always
constitute distinct backplane nets.

2.2. Conflict-Avoidance Constraints

If boundary scan is used to test faults in backplane nets,
then the application of a test pattern that enables multiple
driversdriving opposite vaues on a given net can cause Cir-
cuit damage by causing excessive current flow. While the
application of such patterns can be avoided easily if deter-
ministically generated test patterns are applied under exter-
nal control, BIST TPG must be carefully designed to en-
sure that the test sequence generated is constrained in such
a manner that it does not apply any illegal patterns. These
constraints are referred to as conflict-avoidance constraints
(referred to as essentia constraintsin [5]).

2.3. Fault Moddl

A stuck-at fault affects the entire net while an open may
only affect a part of the net. The behavior of an open de-
pends on the technology of the receivers of the net. In the
following, we assume, for all types of nets, except wired-
OR, that alogic-1 valueis captured by areceiver when one
or more opens disconnect it from thedrivers. For wired-OR
nets, when disconnected due to opens, the receivers are as-
sumed to capture alogic-0.

The technology and driving strengths of the output
drivers involved in a short affect the behavior of a short
fault [2, 16, 10]. The behavior can be either determinis-



tic or non-deterministic. The deterministic behaviors due
to shorts between two backpl ane nets can be further charac-
terized as 0(1)-dominant and net-dominant faults[2], where
0(1)-dominant faults are generalizations of the traditional
AND(OR) short faults and a net-dominant fault is equiva
lent to the traditional strong driver short.

In thefollowing, the dominant short fault model captures
shortsin backplane interconnects, whilethe open and stuck-
at fault models cover most of the other defects that are usu-
ally seen at backplanelevel, such as bent connector pinsand
loose connection. Only pairwise shorts are considered be-
cause multiple net shorts are automatically detected if pair-
wise shorts are detected.

2.4. Test Conditions

Test conditionsfor a fault characterize all possible tests
that can detect the fault. They are used by our BIST design
methodol ogy to reduce the TPG size and/or test lengthwhile
ensuring complete fault coverage.

Since a stuck-at fault on a net affects the whole net, it
is necessary and sufficient to drive the net with alogic-0(1)
valueto detect the stuck-at-1(0) fault on the net.

Any set of test patternsthat detects opens at pins of each
driver of abackplane net a so guarantees the detection of al
other detectable open faults (defined in [20]) inthe net. To
detect such an open on a backplane net, a test must: (i) en-
able one of its drivers and disable al its other drivers; (ii)
apply alogic-0 (logic-1 for wired-OR nets) to the enabled
driver; (iii) check the response captured at all itsreceivers.

Test conditions for pairwise shorts between two back-
plane nets a and b, where either « or b is a 3-state or wired-
AND(OR) net, are either (i) disable one net, say «, and en-
ablethe other net, say b, and apply avalue that isoppositeto
the value of the disabled net «, or (ii) enable both nets and
drive both possible sets of oppositevalues onthem, i.e. ‘0’
onnet ¢ and ‘1’ on net b and vice versa, to detect the dom-
inant shorts. If nets ¢ and b are both simple nets, test condi-
tion (ii) above must be satisfied.

3. Methodology for Backplane Testing

The first characteristic of the proposed BIST methodol-
ogy isitsability to easily adapt to changesin thesystem con-
figuration, without requiring large amounts of information
about the constituent boards and their BIST festures. This
is accomplished by the use of a simple test schedule that
relies on the availability of multi-mode BIST circuitry on
each board. Secondly, the requirements of the multi-mode
BIST in each board is specified in terms of the information
that is normally available during board design. Thirdly, the
methodol ogy does not require any specific BIST implemen-
tation; any BIST circuitry that satisfies the requirementsis
acceptable. Thisisespecialy attractive, sincetypicaly sys-
tems use boards from multiple vendors; in such a context,
theavailability of desired BIST functionality issignificantly

more redlistic to assume than the availability of a specific
BIST circuitry.

3.1. Test Scheduling

We assume that the test bus and system bus architectures
belong to multi-drop architecture where a master controls
severa daves in the system. Further, we assume that we
can incorporate the test bus master into the same board as
the system master. The main task of thetest busmaster isto
execute a test schedule comprised of multipletest sessions.
In each test session, the master is responsible for appropri-
ately configuringthe BIST circuitry of each board inthesys-
tem, alowing the BIST circuitsto perform self-test, and fi-
nally collecting and checking the signatures. At the begin-
ning of each session, the master also communicates the ex-
pected value of the signature to each dave.

The BIST circuitry in each board can be configured in
two main modes. active and inactive (described in detail
in the following). In the active mode, a board's BIST cir-
cuitry applies a sequence of tests to, and captures test re-
sponses from, its PCCs; in the inactive mode, it applies a
fixed pattern but captures response as in the active mode.
Since the boundary scan chain length may be different for
each board in the system, each session begins with the mas-
ter determining the number of shift clocks required to apply
testsin that session. This number is used for test synchro-
nization— the BIST circuit in board that isactivated during
the session uses this number to apply test patterns and the
BIST circuitsin both the active and inactive boards during
the session use this number to determine when they should
capture responses.

The walking enable strategy [18] is used as the overall
test schedule, i.e. in each session the BIST circuitry of one
board in the system is configured in the active mode while
those of all other boards in the system are configured in the
inactive mode. The overal test schedule is comprised of
sessions in which each board is activated in turn, and re-
quires only the knowledge of the number of boards in the
system and their locations (i.e. the backplane slot to which
they are connected). The simplicity of the strategy allows
easy update of the backplane self-test after each system up-
date.

3.2. Specifications of Multi-mode BI ST

The requirements of the BIST circuitry on each board
will now be specified in such away that any BIST circuitry
that satisfies them, when used aong with the above sched-
ule, will cover dl faultsin and among the netsin any given
backplane and guarantee the avoidance of multi-driver con-
flicts.

Though the proposed framework makes use of BIST cir-
cuitry in al boards, it relies heavily on the BIST circuitry in
the master board. The reliance on the master isjustified due
tosevera reasons. Firstly, themaster isalwayspresent inthe



system, even in a system with minimal configuration. Sec-
ondly, since, functionally, thesystem designisintricately re-
lated to the design of the master board, it can be assumed
that the system designer has significant say in the design of
the master board (at least greater say than in the design of
off-the-shelf boards used as daves). Finaly, since a system
contains a single master but multiple slaves, it is more eco-
nomical to design more complicated BIST circuitry in the
measter, especialy if that helps simplify the design of BIST
indl thedave boards. Clearly, amethodology that imposes
simpler requirements on the BISTs of slave boardswill gain
wider acceptance among the manufacturers of off-the-shelf
slave boards.

Due to above reasons, in its active mode, the BIST in
the master board is required to test all the faults that it
can. For most backplane bus standards, such as VME,
since most backplane nets are connected to the master, most
faults can be tested by the master. Under some conditions,
this can simplify the design of BIST circuitry in each dave
board to the point that it requires only the inactive mode —
greatly decreasing its complexity. Also, the BIST in mas-
ter board functionsas the master test controller that controls
the modes of the BIST circuitry in dave boards and imple-
ments the overall test schedule. Next, we describe the re-
quirements that need to be satisfied by the BIST circuitry in
various boardsin their active and inactive modes.

3.3. Inactive Mode

Intheinactivemode, thedriversof al 3-state, smpleand
wired-AND(OR) backplane nets on the board are disabled.
Hence, in this mode, the board appliesa singlefixed pattern
to its edge pin connector nets. In addition, al itsloca nets
aredisabled. The BIST isrequired to capturethe response at
all thereceiver PCCs, at specified intervals, and to compress
the response.

3.4. Active Mode

During the active mode, the BIST TPG of a board must
generate patterns that achieve the test objectives of the
board. Inaddition, it should capture response at the receiver
PCCsand hold each board level loca netinitsdisabled state.

Asdiscussed above, the test objectives are defined more
aggressively for the master board. For thispurpose, in addi-
tion to the backplane net classification givenin Section 2.1,
the backplane nets are further classified according to thelo-
cation of their drivers as. (i) type-m nets, at least one of
whose drivers is on the master board, and (ii) type-s nets,
none of whose drivers is on the master board. (Note that
each type-m net is, by definition, connected to at |least one
driver PCC of themaster board.) Next, thetest objectivesfor
the master and each dave are defined in terms of the faults
intheir edge pin connector netsthat they must cover.

3.4.1. ActiveMode of the Master Board

The set of tests generated during the active mode by the
BIST in the master board must guarantee the detection of
(i) stuck-at faults in each type-m backplane net, (ii) open
faultsat the output pinsof al driver PCCson the board, and
(iii) pairwise shorts between all pairs of type-m backplane
nets. In addition, each test must ensure the avoidance of
all multi-driver conflicts in the board's edge pin connector
nets. Since the overal test schedule ensures that only asin-
gle board BIST is activated during any given session, this
condition only imposes requirements on the board’s driver
PCCsthat driveagiven net.

3.4.2. ActiveMode of a Slave Board

The test objectives of the slave board can be simplified
by eliminating the faultsthat have been detected during the
active mode of the master board. Hence, during the active
mode of adave board it should generate aset of patternsthat
guarantees the detection of (i) stuck-at faultsin each type-
s backplane net that is driven by one or more of its PCCs,
(ii) open faults at the output pins of all driver PCCson the
board, and (iii) pairwise shorts between all pairs of type-s
backplane nets that have at |east one driver on theboard. In
addition, each pattern must ensure the avoidance of multi-
driver conflicts on the board’s edge pin connector nets.

Notethat all the above requirements are defined in terms
of the information about the board’s own PCCs and the
knowledge of which of its PCCs belong to certain type-m
nets. Theformer isalso required for functional design of the
board and hence available; the latter is also known a-priori
for most netsin typical backplane standards. If abackplane
net driven by one or more of a board’s PCCs cannot be def-
initely classified as atype-m net, it can be treated astype-s.
Thiswill still guarantee safe and compl ete testing; however,
the test length would be higher.

3.5. Completeness of the Proposed Strategy

In this section, we will first show how the BIST method-
ol ogy proposed aboveisguaranteed to detect all faultsinany
given backplane.

The system backplane interconnect faults to be consid-
ered include; (@) stuck-at faults at edge pin connector nets
on each board; (b) open faults at edge pin connector netson
each board; (c) pairwise shorts between edge pin connec-
tor nets on each board; (d) stuck-at faultsin backplane nets;
(e) open faultsin backplane nets, and (f) pairwise shortsbe-
tween backplane nets. Since a stuck-at fault is assumed to
affect the faulty net completely, faults in the category (a)
are equivaent to thosein (d). Faultsin the category (c) are
equivalent to those in (f); therefore, no pairwise shorts be-
tween an edge pin connector net and abackplane net need to
be considered. Pairwise shorts between backplane nets (cat-
egory (f)) can befurther classified into: (f-1) pairwise shorts
between two backplane nets which are driven by driverson



the same board, and (f-2) those between two backplane nets
which are driven by drivers on the different boards. The
test objectivesfor each board explicitly require coverage of
faultsin categories (d) and (f-1). The faultsin category (f-
2) areimplicitly tested during the test schedule because itis
guaranteed that, sometime during testing, one net involved
in such a pairwise short will be on an active board, while
both logic-1 and logic-0 values will be applied to test stuck-
at faults, and the other will be on an inactive board holding
a steady disabled value.

As mentioned in the test conditions for opens, once the
open faults at pins of all the drivers of a net are detected,
all detectable opens at the net are detected. Therefore faults
in category (€) dominatethosein category (b) which are ex-
plicitly covered by the test objectives of each board. Hence,
in the test schedule, the combination of the test objectives
of the master board and those of al the slave boardsin the
system coversall theinterconnect faultsin the system back-
plane. Therefore the complete fault coverage can be guar-
anteed by the proposed methodol ogy.

Up to this point we have shown how the proposed back-
plane test methodology is independent from system config-
uration and that it guarantees complete coverage of system
backplaneinterconnect faults. We now address how thepro-
posed methodol ogy avoids multi-driver conflictson both lo-
ca nets and backplane nets. Since the local nets of each
board are assumed to be well tested and remain disabled at
all times during backplane testing, the avoidance of multi-
driver conflicts on loca nets is guaranteed. For backplane
nets, the test schedule guarantees that, during any session,
driversonall but theactive board are disabled. Furthermore,
itisassumed that any two driver pinson aboard aways con-
gtitutedistinct netsin the backplane. Hence, themulti-driver
conflicts can be avoided by merely satisfying the conflict-
avoidance constraints described as a part of the test objec-
tives of each board.

The above test objectives can be used by the TPG design
procedure described in Section 5 to program the test archi-
tecture described next.

4. Proposed BIST Architecture

In this section, a system interconnect test architecture
which can be used to implement the proposed system back-
plane test methodology is proposed. The proposed test ar-
chitectureconsistsof: (i) aMaster BIST onthemaster board,
and (ii) aSave BIST on each dave board in the system. The
architecture of both the Master BIST and Slave BIST is as
shown in Figure 1. Typically each Slave BIST can be fur-
ther simplified as the test objectives are reduced due to the
absence of certain types of driverson the dave board. The
active and inactive modes are provided, and the indepen-
dence from system configuration, test synchronization, and
the avoidance of multi-driver conflicts on loca nets can be
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achieved by the use of hardware festures in the proposed
system test architecture.

As shown in Figure 1, the proposed BIST architecture
contains alook-up table (LUT), two test pattern generators
(a C-TPG that generates tests for the control cells in the
boundary scan chain and a D-TPG that generates tests for
the data cells), aread-only memory (ROM), atest synchro-
nization finite state machine (TS-FSM), an output response
analyzer (ORA) and atest businterface.

Pass/Falil

4.1. Data Encapsulation

The board level information required for backplane test-
ing is stored in the LUT. The number of entriesinthe LUT
is equal to the length of the board’'s boundary scan chain
(). Each entry of this table correspondsto a specific BSC
in the board’s scan chain and has atotal of ([log, m] + 2)
bits (where v isthe C-TPG size, ¢ is the D-TPG size, and
m = maz(y,d)) and contains the following information:
(i) the bit F' specifies whether the cell is a control or data
cell and is used to obtain the datato be scanned either from
C-TPG or D-TPG, (ii) the next [log, m] bitsare then used
to select the appropriate stage of the selected TPG, and (iii)
the bit / is used to scan into BSC either the content of the
selected TPG stage or its complement. For each control cell
entry, the /-bit represents the enabl e val ue of corresponding
control cell. The 7-bit of a datacell and the [log, m] bits
for C-TPG/D-TPG stage are programmed in different man-
ner for the following two types of BSCs:

1. PCC: These cells are connected to the backplane nets.
For PCCs, the I hit of each data cell entry represents
thepolarity (Q or Q) of theoutput of the appropriate D-
TPG stage, while each control cell scansin thepositive
(negative) output of theappropriate C-TPG stageif itis
enable high (low). The assignment to the appropriate
TPG stage is determined by the TPG design procedure
described later in Section 5.

2. Non-PCC: These cells are connected to the local nets
on the board. Each non-PCC entry of the LUT is de-
signed in such amanner that al local nets are disabled
to avoid conflicts by their assignment to an extrastage



of the C-TPG that always outputs a ‘0’ value which
generates the disable value for each non-PCC control
cell, by using the bit 7 of the LUT.

4.2. BIST Operation

The signature register, the ORA and two TPGs form the
core of the BIST architecture. The signature register con-
tains the correct signature of the expected output response
for ORA, which is obtained from the master at the begin-
ning of each test session. The C-TPG is a v-stage one-hot
counter while the D-TPG can be a §-stage linear feedback
shift register (LFSR), a d-stage one-hot counter, or a count-
ing sequence generator that generates [log, (26 + 2)] pat-
terns.

When the board is activated by the system test controller
viathetest businterface, theBIST architecture generates ap-
propriate test patterns and synchronizes with other boards.
The test patterns are then scanned into the boundary scan
chainand applied to thebackplane nets (whileavoiding con-
flicts on local nets); after test application, the response is
captured. Finally, theBIST circuit compressesthe output re-
sponse into a signature.

Sincetheboundary scan chain length may bedifferent for
each board in a system, test synchronization is achieved by
using appropriate circuitry in the system test controller on
the master board and the TS-FSM on each board. Based on
the boundary scan chain length (L) stored in each on-board
ROM, which is sent to the master board by each on-board
TS-FSM, thelongest boundary scan chain length, L, 4., IS
selected by the system test controller and sent back to the
TS-FSM on each dave board. TS-FSM then appends ad-
ditional PAUSE states (defined in the BSA TAP controller)
after the desired test patterns are shifted into the scan chain.
Thishel pssynchronize the application of apattern by theac-
tive board and the capture of the responses by al boards.

The application of a single pattern begins by clocking of
the C-TPG and/or D-TPG to generate anew test pattern. In
the following, we assume that the D-TPG is clocked once
for each pattern whilethe C-TPG is clocked &fter the appli-
cation of each set of |D-TPG| patterns, where |D-TPG| de-
notes the length of the sequence generated by the D-TPG.
Once anew pattern is generated, the contents of both TPGs
areheld constant whilethe serialization counter isclocked L
timesand held constant for (L, ., — L) for test synchronize-
tion. Inthefirst L clocks during thisperiod, the LUT entry
corresponding to the BSC whose content is being shifted in
isaccessed and used to select appropriate stage of either the
C-TPG or D-TPG and itscontent inverted, if so specified by
the table entry, and shifted into the BSC.

When the master (save) board is in-activated, Master
(Slave) BIST disablesall the PCCscontrol cellsbut still col-
lects responses from the backplane nets and computes asig-
nature.
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5. BIST TPG Design Procedure

The key objective of the TPG design is to assign dl
BSCs to corresponding TPGs with minimum number of
stages, subject to conflict-avoidance constraints and con-
straintswhich ensure that the test objectives specified by the
methodology are achieved. That is, the BIST TPG design
procedure is used to program the LUT of the proposed sys-
tem backplanetest architecture. The constraintscan bewrit-
ten using the notions of incompatibility [4] and conditional
incompatibility [5]. Therefore, the TPG design procedure
can be written as follows:

Minimize |C-TPG| x |D-TPG|,
subject to (i) conflict-avoidance constraints;
(i) constraintsfor achieving test objectives,

D)

where | TPG| denotes the length of the sequence generated
by a TPG. The branch-and-bound a gorithm proposed in [5]
can also be used to solve the problem specified by (1) to ob-
tain a TPG design.

If the objective of TPG design is the minimization of the
LUT size, the above formulation can be modified to mini-
mize max(|C-TPG|, |D-TPG]|), instead of minimizing their
product.

6. Case Study — VME Backplane

VME is a popular open standard system for industria
applications such as telecommunication, real-time systems,
and multi-processing. It includes definitions for VME
boards, backplanes and protocols. It is so well defined that
some other standards, such as VIX (mostly seen in auto-
matic test and data acquisition systems) and CompactPCl (a
rugged version of PCI), area so based oniit. Withincreasing
demand for system testing, 1149.5 MTM bus is being pro-
posed to be a part of the new VMEG4 Extensions[24].

Either the 1149.5 MTM bus or 1149.1 Extension can be
used as the test bus for backplane testing as shown in Fig-
ure2. IntheMTM test bus environment, a system test con-
troller (whichitself can be controlled by a PC) isassumed to
be a the master board; atest bus daveinterface [8, 11, 21]
which can communi cate with the BSA on each board, isa so



assumed to be present on each daveboard. Inthe1149.1 Ex-
tension environment, a BSM [3] controlled by a PC resides
in the master board and T1 ASP [14, 26, 26] can be used as
thetest bus dave interface [19]. Our BIST architecture can
communi cate with both test busenvironments, provided that
there exists an appropriate interface which can decode the
instructionssent by the master, and isotherwiseindependent
of the test bus architecture.

In the following case study, each VME board in the sys-
tem is assumed to be equipped with aVME interface (such
as Tundra's Universe Chip [6]). The VME interface chip
connects to the VME backplane bus which consists of 104
signals: one input signal, one output signal, 5 pairs of daisy
chain input/output signals (4 pairs for bus grant signalsand
one pair for interrupt acknowledge signal) and 92 bidirec-
tiona signals. These signals form 92 type-m bidirectional
nets, 5 dai sy chain connections (5 type-m 3-state nets on the
master board and 5 type-s 3-state nets on each slave board)
in the backplane and two untestabl e nets (the input-only and
the output-only signals), which are ignored during testing.
The maximum number of data BSCsthat a control cell con-
trolsin the 92 type-m bidirectiona netsis 32 and this num-
ber decides the minimum D-TPG size. Except for a few
buffer chips between the VME interface chip and the VME
backplane, none of the other chips on the board connect to
the backplane; therefore, each backplane net is driven by
only one output or bidirectional BSC per board.

In a VME backplane, there are at most 21 slots. Let us
consider three different system configurations: (8) the mas-
ter board and one slave board; (b) the master board and 9
dave boards; and (c) the maximum configuration, the mas-
ter board with 20 dave boards. In the proposed system
interconnect BIST methodology, the Master BIST and the
Slave Bl STsareindependent from the system configuration.
Hence they are identica for the all three system configu-
rations. However, because of the different test objectives,
the Master BIST isrequired to cover faults on and between
(92+5 = 97) type-m nets, while each Slave BIST isrequired
to cover faults on its 5 type-s nets as described in the test
objectives of the proposed methodology. The BIST TPG
design procedure then generates Master BIST designs con-
sisting of either (a) a 1-stage C-TPG and a 49-stage one-
hot D-TPG (minimum test time), or (b) a 4-stage C-TPG
and a 16-stage one-hot D-TPG (minimum LUT area over-
head). It generates a Slave BIST design consisting of a 1-
stage C-TPG and a 3-stage one-hot D-TPG that providesthe
minimum test time as well as LUT area overhead. As we
further investigate this case, the result of using the one-hot
counter D-TPG and input reduction can be improved by the
generalized input reduction TPG design procedureto design
a counting sequence D-TPG [5]. For the Master BIST, a
counting sequence D-TPG with only 6 stages can replace
the 49-stage one-hot D-TPG for minimum test timewhile a

5-stage counting sequence D-TPG can replace the 16-stage
one-hot D-TPG for the minimum LUT area overhead. No
further improvement can be obtained for Slave BISTs by us-
ing counting sequence.

The only major difference between these three system
configurationsin the proposed system interconnect BIST ar-
chitecture is the total test time. Let us consider one of the
BIST architectures above, which has minimum test timefor
the Master (Slave) BIST using a 1(1)-stage C-TPG and a
6(3)-stage counting sequence D-TPG, which generates 1 x
6(1 x 3) test vectors. If the longest boundary scan chain
lengths in the system are I, [, and I. for configurations
(a), (b) and (c), respectively, then the total test timein each
configuration in terms of number of test clocks (consider-
ing number of clocksfor scan shifts, one more clock for ap-
plying thetest vector and capturing the response simultane-
ously, and oneadditional cycleto shift out thefinal response)
ae(6(la+1)+3(la+1)+la &~ 100,), (6(l+1)+3(ls+1) x
9+1p = 34l),and (6({. + 1) +3(l. +1) x 20+ 1. =~ 67L.).

The decentralized BIST approach in [23] as well as the
walking enable a gorithm[18] (try to) enable only one back-
plane net at atimeto avoid conflicts. Therefore, if the de-
centralized BIST approach or walking enablea gorithm (the
intra-board counting version) is used for the above three
configurations, a least, (7(lo + 1) x 2 + I, ~ 15l,),
(T(ly+1) x 1041 ~ T1p), and (T(Le+1) x 2141 &~ 1481.)
(where 7 = [log2(97 4 2)]) test clocks are needed. The
proposed TPG achieves the same objectives at a lower test
length because it can avoid conflicts while enabling multi-
ple backplane nets. Furthermore, faults detected during the
active mode of the master board are eliminated from the test
objectives of thedavestosimplify Slave BIST circuitry and
further decrease the test time.

Thewa king enable a gorithm[ 18] was devel oped for de-
terministic test generation and did not consider the test is-
sues for BIST. While our test methodol ogy adoptsits walk-
ing approach as the test schedule a the higher leve, it
achieves test parallelism at the board level and replaces
complicated external test equipments. In the decentralized
BIST approach, output response analysis is handled in the
master module while in our proposed test architecture, this
isdonein adistributed fashion in each dave board. Finaly,
the proposed BIST architecture is truly independent of the
system size. Ashas been discussed earlier, theneed torepli-
cate identical BIST TPGs compromises the applicability of
thedecentralized BI ST approach [ 23] inamulti-vendor con-
text.

7. Conclusion

In this paper, we have presented a new BIST methodol-
ogy for testing faultsin and between the netsin system back-
plane, pinsof the board’sedge pin connectors, and edge pin
connector boundary scan nets on the boards.



The proposed test methodol ogy assumes that each board
inthe system contains BIST circuitry that can be configured
inactiveor inactivemode. Intheactive mode, the BIST cir-
cuitry on aboard applies a set of test patternsto the board's
driver PCCs that achieve specified test objectives. It also
captures and compresses the response to each test. Inthein-
active mode, aspecified fixed valueis applied to each driver
PCC on the board and the response is collected and com-
pressed. To ensure that the BIST circuitry is useful in any
system in which the board is used, the test objectives are
specified in terms of the board’s PCC nets, independent of
the configurations of the systemsin which the board will be
used.

To simplify the test objectives (and hence the BIST cir-
cuitry) for thelarge number of dave boardsused in asystem,
the BIST inthe (single) master boardin thesystem, initsac-
tive mode, isrequired to generate tests to detect all faultsin
the backplane which can be detected by the master aone.

At the system level, to ensure that BIST can be easily
adapted to changes in system configuration, a simple test
schedule is adopted. The test schedule comprises of a set
of sessions, where in each session, the BIST circuitry of
one board is configured in its active mode while those of al
other boardsarein-activated. Whilethistest schedulecan be
viewed as a generalization of the enable strategy proposed
in[18], the proposed methodol ogy achieves faster testing by
using a more efficient test set in the enable mode.

It has been shown that the combination of thistest sched-
uleand the availability, in each board, of any BIST circuitry
that satisfiesthe above test objectives guarantees safe testing
of dl faults in the backplane and edge pin connector nets.
Note that, unlike the decentralized BIST proposed in [23],
the proposed methodology does not require the BIST cir-
cuitry on each board to be identical. We believe that this
makes the proposed methodol ogy significantly easier to ap-
ply to practical systems, which employ boards designed by
anumber of different vendors.

A programmabl e test architecture and proceduresto pro-
gram this test architecture to obtain BIST circuitry for the
master as well as dave boards are also presented. The ap-
plicahility and efficiency of the proposed methodology is
demonstrated viaits application to test the VME backplane
in three configurations of an example system.

The proposed architecture can be recursively applied
throughout the test hierarchy of the system. Also, the
TPG design procedure is flexible and, whenever necessary,
changesin test quality and diagnostic resolution can be eas-
ily accommodated by adding/removing constraints.

Research is currently being conducted on testing simul-
taneously the board and backplane level interconnects, and
on testing backplanes of systems that contain some boards
which do not havethe BIST capability required by theabove
methodol ogy.
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