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A bstract|
T he recent grow th of the Internet and its increased het-

erogeneity have increased the com plexity of netw ork proto-
col design and testing. In addition, the advent of m ultipoint
(m ulticast-based) applications has introduced new challenges
that are qualitatively di�erent in nature than the traditional
point-to-point protocols. M ultipoint applications typically in-
volve a group of participants sim ultaneously, and hence are
inherently m ore com plex. A s m ore m ultipoint protocols are
com ing to life, the need for a system atic m ethod to study
and evaluate such protocols is becom ing m ore apparent. Such
m ethod aim s to expedite the protocol developm ent cycle and
im prove protocolrobustness and perform ance.

In this paper, w e present a new m ethodology for develop-
ing system atic and autom atic test generation algorithm s for
m ultipoint protocols. T hese algorithm s attem pt to synthesize
netw ork topologies and sequences of events that stress the
protocol’s correctness or perform ance. T his problem can be
view ed as a dom ain-speci�c search problem that su�ers from
the state space explosion problem . O ne goalofthis w ork is to
circum vent the state space explosion problem utilizing know l-
edge ofnetw ork and fault m odeling,and m ultipoint protocols.
T he tw o approaches investigated in this study are based on for-
w ard and backw ard search techniques. W e use an extended
�nite state m achine (F SM ) m odel of the protocol. T he �rst
algorithm uses forw ard search to perform reduced reachabil-
ity analysis. U sing dom ain-speci�c inform ation for m ulticast
routing over LA N s,the algorithm com plexity is reduced from
exponentialto polynom ialin the num ber of routers. T his ap-
proach, how ever, does not fully autom ate topology synthesis.
T he second algorithm ,the fault-oriented test generation,uses
backw ard search for topology synthesis and uses backtracking
to generate event sequences instead ofsearching forw ard from
initial states.

U sing these algorithm s,w e have conducted studies for cor-
rectness ofthe m ulticast routing protocolP IM .W e propose to
extend these algorithm s to study end-to-end m ultipoint pro-
tocols using a virtual LA N that represents delays of the un-
derlying m ulticast distribution tree.

I. Introduction

Network protocols are becom ing m ore com plex with the

exponentialgrowth ofthe Internet,and the introduction of

new services at the network,transport and application lev-

els.In particular,theadventofIP m ulticastand theM Bone

enabled applicationsranging from m ulti-playergam esto dis-

tance learning and teleconferencing,am ong others.To date,

little e�ort has been exerted to form ulate system atic m eth-

ods and tools thataid in the design and characterization of

these protocols.

In addition,researchersareobservingnew and obscure,yet

alltoo frequent,failurem odesovertheinternets[1][2].Such

failures are becom ing m ore frequent,m ainly due to the in-

creased heterogeneity oftechnologies,interconnectsand con-

�guration ofvarious network com ponents. D ue to the syn-

ergy and interaction between di�erentnetwork protocolsand

com ponents,errorsatonelayerm ay lead to failuresatother

layers ofthe protocolstack. Furtherm ore,degraded perfor-

m ance oflow levelnetwork protocolsm ay haveripple e�ects

on end-to-end protocolsand applications.

Network protocolerrorsare often detected by application

failure orperform ance degradation. Such errorsare hardest

to diagnose when the behavior is unexpected or unfam iliar.

Even if a protocolis proven to be correct in isolation, its

behavior m ay be unpredictable in an operationalnetwork,

where interaction with other protocols and the presence of

failures m ay a�ect its operation. Protocol errors m ay be

very costly to repair ifdiscovered after deploym ent. Hence,

endeavorsshould be m ade to capture protocolawsearly in

the design cycle before deploym ent. To provide an e�ective

solution to the above problem s,we presenta fram ework for

thesystem aticdesign and testing ofm ulticastprotocols.The

fram ework integrates test generation algorithm s with sim u-

lation and im plem entation. W e propose a suite ofpractical

m ethodsand toolsforautom atic testgeneration fornetwork

protocols.

M any researchers [3][4]have developed protocolveri�ca-

tion m ethods to ensure certain properties ofprotocols,like

freedom from deadlocks or unspeci�ed receptions. M uch of

thiswork,however,wasbased on assum ptionsaboutthenet-

work conditions,thatm ay notalwayshold in today’sInter-

net,and hence m ay becom e invalid.O therapproaches,such

asreachability analysis,attem ptto check the protocolstate

space,and generally su�erfrom the‘stateexplosion’problem .

Thisproblem isexacerbated with theincreased com plexity of

theprotocol.M uch ofthepreviouswork on protocolveri�ca-

tion targetscorrectness.W etargetprotocolperform anceand

robustness in the presence ofnetwork failures. In addition,

weprovidenew m ethodsforstudyingm ulticastprotocolsand

topology synthesisthatpreviousworksdo notprovide.

W e investigate two approaches for test generation. The

�rst approach,called the fault-independent test generation,

uses a forward search algorithm to explore a subset ofthe

protocolstatespacetogeneratethetesteventsautom atically.

Stateand faultequivalencerelationsareused in thisapproach

to reduce the state space. The second approach is called

thefault-oriented testgeneration,and usesa m ix offorward

and backward search techniquestosynthesizetesteventsand

topologiesautom atically.

W e have applied these m ethodsto m ulticastrouting.O ur

casestudiesrevealed severaldesign errors,forwhich wehave

form ulated solutionswith the aid ofthissystem atic process.

W e further suggest an extension ofthe m odelto include

end-to-end delaysusing the notion ofvirtualLAN.Such ex-

tension,in conjunction with the fault-oriented test genera-

tion,can be used for perform ance evaluation ofend-to-end

m ultipointprotocols.

The rest of this docum ent is organized as follows. Sec-
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tion VI presents related work in protocolveri�cation,con-

form ance testing and VLSI chip testing. Section II intro-

duces the proposed fram ework,and system de�nition. Sec-

tions III, IV, V present the search based approaches and

problem com plexity, the fault-independent test generation

and the fault-oriented test generation, respectively. Sec-

tion VIIconcludes 1.

� M ulticast R outing O verview

M ulticast protocols are the class ofprotocols that support

group com m unication. M ulticast routing protocols include,

DVM RP [5],M O SPF [6],PIM -D M [7],CBT [8],and PIM -

SM [9]. M ulticast routing aim s to deliverpacketse�ciently

togroup m em bersbyestablishingdistribution trees.Figure1

showsavery sim pleexam pleofa sourceS sending toa group

ofreceiversR i.

S

R1

R2

R3

R4R5

S: sender to the group
Ri: receiver i of the group

Fig.1

Establishing multicast delivery tree

M ulticast distribution trees m ay be established by either

broadcast-and-pruneorexplicitjoin protocols.In theform er,

such asDVM RP orPIM -D M ,am ulticastpacketisbroadcast

to allleafsubnetworks.Subnetworkswith no localm em bers

for the group send prune m essages towards the source(s) of

the packetsto stop furtherbroadcasts.Link state protocols,

such as M O SPF,broadcast m em bership inform ation to all

nodes. In contrast,in explicit join protocols,such as CBT

or PIM -SM ,routers send hop-by-hop join m essages for the

groupsand sourcesforwhich they have localm em bers.

W econductrobustnesscasestudiesforPIM -D M .W earepar-

ticularly interested in m ulticast routing protocols, because

they are vulnerable to failure m odes,such as selective loss,

that have not been traditionally studied in the area ofpro-

tocoldesign.

Form ostm ulticastprotocols,when routersareconnected via

a m ulti-accessnetwork (orLAN)
2
,hop-by-hop m essagesare

m ulticaston theLAN,and m ay experienceselectiveloss;i.e.

m ay be received by som e nodes but not others. The likeli-

hood ofselectivelossisincreased by thefactthatLANsoften

1W e include appendices for com pleteness.

2W e use the term LA N to designate a connected netw ork w ith respect to

IP -m ulticast. T his includes shared m edia (such as E thernet,or F D D I),hubs,

sw itches, etc.

contain hubs,bridges,switches,and other network devices.

Selective lossm ay a�ectprotocolrobustness.

Sim ilarly, end-to-end m ulticast protocols and applications

m ustdealwith situationsofselectiveloss.Thisdi�erentiates

these applications m ost clearly from their unicast counter-

parts,and raisesinteresting robustnessquestions.

O urcase studiesillustrate why selective loss should be con-

sidered when evaluating protocolrobustness. This lesson is

likely to extend to the design ofhigher layer protocols that

operate on top of m ulticast and can have sim ilar selective

loss.

II. Framew ork O verview

Protocolsm ay beevaluated forcorrectnessorperform ance.

W ereferto correctnessstudiesthatareconducted in theab-

sence ofnetwork failuresasveri�cation.In contrast,robust-

ness studies consider the presence ofnetwork failures (such

as packet loss or crashes). In general, the robustness ofa

protocolisitsability to respond correctly in the face ofnet-

work com ponentfailuresand packetloss.Thiswork presents

a m ethodology forstudying and evaluating m ulticastproto-

cols,speci�cally addressing robustness and perform ance is-

sues.W eproposea fram ework thatintegratesautom atictest

generation as a basic com ponent for protocoldesign,along

with protocolm odeling,sim ulation and im plem entation test-

ing. The m ajor contribution ofthis work lies in developing

new m ethodsforgenerating stresstestscenariosthattarget

robustness and correctness violation, or worst case perfor-

m ance.

Instead ofstudying protocolbehavior in isolation,we in-

corporate the protocol m odel with network dynam ics and

failuresin orderto revealm orerealisticbehaviorofprotocols

in operation.

Thissection presentsan overview ofthefram ework and its

constituent com ponents. The m odelused to represent the

protocoland the system is presented along with de�nitions

ofthe term sused.

O urfram ework integratestestgeneration with sim ulation

and im plem entation code. Itisused forSystem atic T esting

of R obustness by Evaluation of Synthesized Scenarios

(STRESS).Asthenam eim plies,system aticm ethodsforsce-

nario synthesis are a core part ofthe fram ework. W e use

the term scenarios to denote the test-suite consisting ofthe

topology and events.

The inputto thisfram ework is the speci�cation ofa pro-

tocol,and a de�nition ofitsdesign requirem ents,in term sof

correctnessorperform ance.Usually robustnessisde�ned in

term s ofnetwork dynam ics or fault m odels. A fault m odel

representsvariouscom ponentfaults;such aspacketloss,cor-

ruption,re-ordering,orm achinecrashes.Thedesired output

is a set of test-suites that stress the protocol m echanism s

according to the robustnesscriteria.

As shown in Figure 2, the STRESS fram ework includes

testgeneration,detailed sim ulation driven by thesynthesized

tests,and protocolim plem entation driven through an em u-

lation interface to the sim ulator. In this work we focus on

the testgeneration (TG )com ponent.
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Automatic
Test
Generation (ATG)

Protocol Analysis through
Simulation

Test Patterns and
Scenarios

Emulation
Interface

Design
refinement

Protocol Implementation
Test Signals

Testing

Analysis
and refinement

- Establish a protocol model (e.g. FSM)
- Obtain test sequences to stress certain

(e.g. robustness to message loss, or crashes)

aspects of the model

- Develop detailed protocol simulation
- Study the behavior under the stress
test-suites

- Implement the protocol
- Debug and study behavior using
the simulator output test signals
- Evaluate the test quality (e.g. using
code coverage)

Fig.2

T he ST R ESS framew ork

A. TestG eneration

The core contribution ofourwork liesin the developm ent

ofsystem atic testgeneration algorithm sforprotocolrobust-

ness. W e investigate two such algorithm s,each using a dif-

ferentapproach.

In generaltestgeneration m ay berandom ordeterm inistic.

G eneration ofrandom testsissim ple buta large setoftests

isneeded to achievea high m easureoferrorcoverage.D eter-

m inistic test generation (TG ),on the other hand,produces

testsbased on a m odeloftheprotocol.The knowledge built

into the protocol m odelenables the production of shorter

and higher-quality testsequences.D eterm inistic TG can be:

a)fault-independent,orb)fault-oriented.Fault-independent

TG works without targeting individualfaults as de�ned by

the fault m odel. Such an approach m ay em ploy a forward

search technique to inspect the protocolstate space (or an

equivalentsubsetthereof),afterintegrating thefaultintothe

protocolm odel.In thissense,itm ay beconsidered a variant

of reachability analysis. W e use the notion of equivalence

to reduce the search com plexity. Section IV describes our

fault-independentapproach.

In contrast,fault-oriented testsare generated forspeci�ed

faults. Fault-oriented test generation starts from the fault

(e.g.a lostm essage)and synthesizesthe necessary topology

and sequenceofeventsthattriggertheerror.Thisalgorithm

uses a m ix offorward and backward searches. W e present

ourfault-oriented algorithm in Section V.

W e conduct case studies for the m ulticast routing proto-

colPIM -D M toillustratedi�erencesbetween theapproaches,

and provide a basisforcom parison.

In the rem ainder ofthis section,we describe the system

m odeland de�nition.

B. The system m odel

W ede�neourtargetsystem in term sofnetwork and topol-

ogy elem entsand a faultm odel.

B.1 Elem entsofthe network

Elem entsofthenetwork consistofm ulticastcapablenodes

and bi-directionalsym m etric links. Nodes run sam e m ulti-

cast routing,but not necessarily the sam e unicast routing.

The topology is an N -router LAN m odeled at the network

level;we do notm odelthe M AC layer.

Forend-to-end perform ance evaluation,the m ulticastdis-

tribution treeisabstracted outasdelaysbetween end system s

and patterns ofloss for the m ulticast m essages. Cascade of

LANsoruniform topologiesareaddressed in futureresearch.

B.2 The faultm odel

W edistinguish between theterm serrorand fault.An error

is a failure ofthe protocolas de�ned in the protocoldesign

requirem ent and speci�cation. For exam ple,duplication in

packet delivery is an error for m ulticast routing. A faultis

a low level(e.g. physicallayer) anom alous behavior, that

m ay a�ect the behavior of the protocol under test. Note

thata faultm ay notnecessarily bean errorforthe low level

protocol.

The fault m odelm ay include: (a) Loss of packets,such

as packet loss due to congestion or link failures. W e take

into consideration selective packet loss, where a m ulticast

packet m ay be received by som e m em bers ofthe group but

notothers,(b)Lossofstate,such asm ulticastand/orunicast

routing tables,due to m achine crashes or insu�cient m em -

ory resources, (c) The delay m odel, such as transm ission,

propagation, or queuing delays. For end-to-end m ulticast

protocols,the delays are those ofthe m ulticast distribution

tree and depend upon the m ulticast routing protocol, and

(d)Unicastrouting anom alies,such asrouteinconsistencies,

oscillationsorapping.

Usually,a fault m odelis de�ned in conjunction with the

robustness criteria for the protocol under study. For our

robustness studieswe study PIM .The designing robustness

goalfor PIM is to be able to recover gracefully (i.e. with-

out going into erroneous stable states) from single protocol

m essage loss. Thatis,being robustto a single m essage loss

im pliesthattransitionscause theprotocolto m ovefrom one

correct stable state to another,even in the presence ofse-

lective m essage loss. In addition, we study PIM protocol

behaviorin presence ofcrashesand route inconsistencies.

C. TestSequence De�nition

A faultm odelm ay includea singlefaultorm ultiplefaults.

For our robustness studies we adopt a single-fault m odel,

where only a single fault m ay occur during a scenario or a

testsequence.

W ede�netwosequences,T = < e1;e2;:::;en > and T
0
= <

e1;e2;:::;ej;f;ek;:::;en > ,where ei isan eventand f isa

fault. Let P (q;T) be the sequence ofstates and stim uliof

protocol P under test T starting from the initial state q.

T
0
is a test sequence if�nalP (q;T

0
) is incorrect; i.e. the

stable state reached after the occurrence of the fault does

notsatisfy theprotocolcorrectnessconditions(seeSection II-

E) irrespective ofP (q;T). In case ofa fault-free sequence,
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where T = T
0,the error is attributed to a protocoldesign

error. W hereas when T 6= T
0
,and �nalP (q;T) is correct,

the error is m anifested by the fault. This de�nition ignores

transientprotocolbehavior.W eareonly concerned with the

stable (i.e.non-transient)behaviorofa protocol.

D. TestScenario

A testscenario isde�ned by a sequenceof(host)events,a

topology,and a faultm odel,asshown in Figure 3.

Topology

Events

Faults

triggered timed interleaved

LAN

regular topologies

random

packet loss
crashes

routing
anomalies

Fig.3

T est pattern dimensions

The events are actions perform ed by the host and act as

inputto thesystem ;forexam ple,join,leave,orsend packet.

Thetopology istherouted topology ofsetofnodesand links.

The nodes run the set ofprotocols undertest or other sup-

porting protocols. The links can be either point-to-point

linksor LANs. Thism odelm ay be extended laterto repre-

sentvarious delaysand bandwidthsbetween pairsofnodes,

by using a virtualLAN m atrix (see [10]). The fault m odel

used to injectthefaultinto thetest.According to oursingle-

m essagelossm odel,forexam ple,a faultm ay denotethe‘loss

ofthesecond m essageoftypeprunetraversingacertain link’.

K nowing the location and the triggering action ofthe fault

isim portantin analyzing the protocolbehavior.

E. Briefdescription ofPIM -DM

For our robustness studies,we apply our autom atic test

generation algorithm s to a version ofthe ProtocolIndepen-

dent M ulticast-D ense M ode, or PIM -D M . The description

given here isusefulforSectionsIIIthrough V.

PIM -D M usesbroadcast-and-pruneto establish them ulti-

castdistribution trees.In thism odeofoperation,am ulticast

packetisbroadcasttoallleafsubnetworks.Subnetworkswith

no localm em berssend prunem essagestowardsthesource(s)

ofthe packetsto stop furtherbroadcasts.

Routerswith new m em bersjoining thegroup triggerG raft

m essages towards previously pruned sources to re-establish

the branches of the delivery tree. G raft m essages are ac-

knowledged explicitly ateach hop using the G raft-Ack m es-

sage.

PIM -D M usestheunderlying unicastrouting tablesto get

the next-hop inform ation needed fortheRPF (reverse-path-

forwarding)checks.Thism ay lead to situationswhere there

are m ultiple forwarders for a LAN.The Assert m echanism

prevents these situations and ensures there is at m ost one

forwarderfora LAN.

Thecorrectfunction ofam ulticastroutingprotocolin gen-

eral,isto deliverdata from sendersto group m em bers(only

thosethathavejoined thegroup)withoutany data loss.For

our m ethods,we only assum e that a correctness de�nition

is given by the protocoldesigner or speci�cation. For illus-

tration,we discuss the protocolerrors and the correctness

conditions.

E.1 PIM ProtocolErrors

In this study we target protocoldesign and speci�cation

errors. W e are interested m ainly in erroneous stable (i.e.

non-transient) states. In general, the protocol errors m ay

be de�ned in term softhe end-to-end behaviorasfunctional

correctnessrequirem ents.In ourcase,forPIM -D M ,an error

m ay m anifestitselfin one ofthe following ways:

1)black holes: consecutive packetloss between periods of

packetdelivery,2)packetlooping:the sam e packettraverses

the sam e set oflinks m ultiple tim es,3) packet duplication:

m ultiple copiesofthe sam e packetare received by the sam e

receiver(s), 4) join latency: lack of packet delivery after a

receiverjoinsthegroup,5)leave latency:unnecessary packet

delivery after a receiver leaves the group
3
,and 6) wasted

bandwidth:unnecessary packetdelivery to network linksthat

do notlead to group m em bers.

E.2 CorrectnessConditions

W eassum ethatcorrectnessconditionsareprovided by the

protocoldesignerorthe protocolspeci�cation.These condi-

tions are necessary to avoid the above protocolerrors in a

LAN environm ent,and include
4
:

1. Ifone(orm ore)oftheroutersisexpectingtoreceivepack-

etsfrom theLAN,then oneotherrouterm ustbea forwarder

fortheLAN.Violation ofthiscondition m ay lead todataloss

(e.g.join latency orblack holes).

2. TheLAN m usthaveatm ostoneforwarderata tim e.Vi-

olation ofthiscondition m ay lead to data packetduplication.

3. The delivery tree m ustbe loop-free:

(a) Any routershould acceptpacketsfrom oneincom ing in-

terfaceonly foreach routingentry.Thiscondition isenforced

by the RPF (Reverse Path Forwarding)check.

(b) The underlying unicasttopology should be loop-free
5
.

Violation ofthiscondition m ay lead to data packetlooping.

4. IfoneoftheroutersisaforwarderfortheLAN,then there

m ustbeatleastonerouterexpectingpacketsfrom theLANs.

Violation ofthiscondition m ay lead to leave latency.

III. Search-based A pproaches

The problem oftest synthesis can be viewed as a search

problem . By searching the possible sequencesofeventsand

3Join and leave latencies m ay be considered in other contexts as perfor-

m ance issues. H ow ever, in our study w e treat them as errors.

4T hese are the correctness conditions for stable states; i.e. not during

transients, and are de� ned in term s of protocol states (as opposed to end

point behavior).

T he m apping from functionalcorrectness requirem ents for m ulticast rout-

ing to the de� nition in term s of the protocolm odelis currently done by the

designer. T he autom ation of this process is part of future research.

5Som e esoteric scenarios of route  apping m ay lead to m ulticast loops,in

spite of R P F checks. C urrently, our study does not address this issue, as it

does not pertain to a localized behavior.
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faults over network topologies and checking for design re-

quirem ents(eithercorrectnessorperform ance),we can con-

struct the test scenarios that stress the protocol. However,

due to the state space explosion, techniques m ust be used

to reduce the com plexity ofthe space to be searched. W e

attem ptto use these techniquesto achieve high testquality

and protocolcoverage.

Following we presentthe G FSM m odelforthe case study

protocol (PIM -D M ),and use it as an illustrative exam ple

to analyze the com plexity ofthe state space and the search

problem ,aswellasillustratethealgorithm icdetailsand prin-

ciplesinvolved in FITG and FO TG .

A. The ProtocolM odel

W erepresenttheprotocolasa �nitestatem achine(FSM )

and the overallLAN system by a globalFSM (G FSM ).

I.FSM m odel:Every instance ofthe protocol,running on

a single router,is m odeled by a determ inistic FSM consist-

ing of: (i) a set ofstates,(ii) a set ofstim ulicausing state

transitions,and (iii)a statetransition function (ortable)de-

scribing the state transition rules. For a system i, this is

represented by the m achine M i = (S;�i;�i),where S is a

�nite set ofstate sym bols,�i is the set ofstim uli,and �i is

the state transition function S �� i ! S.

II.G lobalFSM m odel: The globalstate is de�ned as the

com position of individualrouter states. The output m es-

sages from one router m ay becom e inputm essages to other

routers.Such interaction iscaptured by theG FSM m odelin

the globaltransition table.The behaviorofa system with n

routers m ay be described by M G = (SG;�G ;�G ),where SG :

S1 �S 2 �����Sn isthe globalstate space,�G :
nS

i= 1

�i isthe

set ofstim uli,and �G is the globalstate transition function

SG �� G ! SG .

The fault m odelis integrated into the G FSM m odel. For

m essage loss,the transition caused by the m essage is either

nulli�ed orm odi�ed,depending on theselectivelosspattern.

Crashesm aybetreated asstim ulicausingtheroutersa�ected

by the crash to transit into a crashed state
6
. Network de-

lays are m odeled (when needed) through the delay m atrix

presented in Section VII.

B. PIM -DM M odel

Following isthem odelofa sim pli�ed version ofPIM -D M .

B.1 FSM m odelM i = (Si;�i;�i)

For a given group and a given source (i.e.,for a speci�c

source-group pair),wede�nethestatesw.r.t.a speci�cLAN

to which the router R i is attached. For exam ple, a state

m ay indicate that a router is a forwarder for (or a receiver

expecting packetsfrom )the LAN.

6T he crashed state m aybe one of the states already de� ned for the pro-

tocol, like the em pty state, or m ay be a new state that w as not de� ned

previously for the protocol.

B.1.a System States(S). Possible statesin which a router

m ay existare:

State Sym b ol M eaning

F i R outer i is a forw arder for the LA N

F i T im er i forw arder w ith T im er T im er running

N F i U pstream router i a non-forw arder

N H i R outer i has the LA N as its next-hop

N H i T im er sam e as N H i w ith T im er T im er running

N C i R outer i has a negative-cache entry

E U i U pstream router i is em pty

E D i D ow nstream router i is em pty

M i D ow nstream router w ith attached m em ber

N M i D ow nstream router w ith no m em bers

The possible states for upstream and downstream routers

are asfollows:

Si =

8
>>><

>>>:

fFi;Fi T im er;N Fi;E Uig;

ifthe routerisupstream ;

fN H i;N H i T im er;N C i;M i;N M i;E D ig;

ifthe routerisdownstream :

B.1.b Stim uli (�). The stim uli considered here include

transm itting and receiving protocolm essages,tim er events,

and externalhost events. O nly stim uli leading to change

ofstate are considered. Forexam ple,transm itting m essages

perse (vs.receiving m essages)doesnotcauseany change of

state,except for the G raft,in which case the R tx tim er is

set.Following are the stim uliconsidered in ourstudy:

1.Transm itting m essages:G rafttransm ission (G raftT x).

2. Receiving m essages: G raft reception (G raftR cv),Join

reception (Join),Prune reception (P rune),G raft Acknowl-

edgem entreception (G Ack),Assertreception (Assert),and

forwarded packetsreception (F P kt).

3.Tim erevents:theseeventsoccurduetotim erexpiration

(E xp) and include the G raft re-transm ission tim er (R tx),

the eventofitsexpiration (R txE xp),the forwarder-deletion

tim er (D el),and the event ofits expiration (D elE xp). W e

refertotheeventoftim erexpiration as(Tim erIm plication).

4.Externalhostevents(E xt):include hostsending pack-

ets (SP kt),host joining a group (H Join or H J),and host

leaving a group (Leave orL).

� = fJoin;P rune;G raftT x;G raftR cv;G Ack;Assert;

F P kt;R tx;D el;SP kt;H J;Lg.

B.2 G lobalFSM m odel

Subscripts are added to distinguish di�erent routers.

These subscripts are used to describe router sem antics and

how routersinteracton a LAN.An exam ple globalstate for

a topology of4 routers connected to a LAN,with router 1

as a forwarder, router 2 expecting packets from the LAN,

and routers 3 and 4 have negative caches, is given by

fF1;N H 2;N C 3;N C 4g. Forthe globalstim uli�G ,subscripts

are added to stim ulito denote their originators and recipi-

ents(ifany).The globaltransition rules�G are extended to

encom passthe routerand stim ulisubscripts
7
.

7Sem antics of the global stim uli and global transitions w ill be described

as needed (see Section V ).
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C. De�ning stable states

W eareconcerned with stablestate(i.e.non-transient)be-

havior,de�ned in this section. To obtain erroneous stable

states,we need to de�nethe transition m echanism sbetween

such states. W e introduce the concept oftransition classi�-

cation and com pletion to distinguish between transient and

stable states.

C.1 Classi�cation ofTransitions

W e identify two types oftransitions; externally triggered

(ET)and internally triggered (IT)transitions.Theform eris

stim ulated by eventsexternalto the system (e.g.,H Join or

Leave),whereasthelatterisstim ulated by eventsinternalto

the system (e.g.,F P ktorG raft).

W enote thatsom e transitionsm ay betriggered dueto ei-

therinternaland externalevents,depending on thescenario.

For exam ple,a P rune m ay be triggered due to forwarding

packets by an upstream router F P kt (which is an internal

event),ora Leave (which isan externalevent).

A globalstate is checked for correctness at the end ofan

externally triggered transition aftercom pletingitsdependent

internally triggered transitions.

Following isa tableofhostevents,theirdependentET and

IT events:
H ost E vents S P kt H J oin L eave

E T events F P kt G raft P rune

IT events A ssert,P rune, G A ck J oin

J oin

C.2 Transition Com pletion

To check for the globalsystem correctness,allstim ulated

internaltransitionsshould becom pleted,to bring thesystem

into a stable state. Interm ediate (transient) states should

not be checked for correctness (since they m ay tem porarily

seem to violate the correctness conditions set forth for sta-

ble states,and hence m ay give false error indication). The

process of identifying com plete transitions depends on the

nature ofthe protocol. But,in general,we m ay identify a

com plete transition sequence,asthesequence of(all)transi-

tionstriggered dueto a singleexternalstim ulus(e.g.,H Join

or Leave). Therefore,we should be able to identify a tran-

sition based upon its stim uli (either external or internal).

Atthe end ofeach com plete transition sequence the system

exists in either a correct or erroneous stable state. Event-

triggered tim ers(e.g.,D el,R tx)�reattheend ofa com plete

transition.

D. Problem Com plexity

The problem of �nding test scenarios leading to proto-

colerror can be viewed as a search problem ofthe protocol

statespace.Conventionalreachability analysis[11]attem pts

to investigate this space exhaustively and incurs the ’state

space explosion’problem . To circum vent this problem we

use search reduction techniquesusing dom ain-speci�c infor-

m ation ofm ulticastrouting.

In thissection,wegivethecom plexity ofexhaustivesearch,

then discuss the reduction techniques we em ploy based on

notion ofequivalence,and give the com plexity ofthe state

space.

D .1 Com plexity ofexhaustive search

Exhaustivesearch attem ptstogenerateallstatesreachable

from initialsystem states. For a system ofn routers where

each routerm ay existin any statesi 2 S,and jSj= sstates,

the num berofreachable statesin the system isbounded by

(s)
n
. W ith lpossible transitionswe need l�(s)

n
state visits

to investigate alltransitions. Faults,such as m essage loss

and crashes,increase the branching factorl,and m ay intro-

duce new states increasing S. For our case study jSj= 10,

while selective loss and crashes
8
increase branching alm ost

by factorof9.

D .2 State reduction through equivalence

Exhaustive search has exponentialcom plexity. To reduce

thiscom plexity weusethenotion ofequivalence.Intuitively,

in m ulticastrouting theorderin which thestatesareconsid-

ered is irrelevant (e.g.,ifrouter R 1 or R 4 is a forwarder is

insigni�cant,so long asthere isonly one forwarder).Hence,

we can treat the globalstate as an unordered set of state

sym bols.Thisconceptiscalled ‘counting equivalence’
9
.By

de�nition,the notion ofequivalence im plies thatby investi-

gating the equivalentsubspace we can testforprotocolcor-

rectness.Thatis,ifthe equivalentsubspace isveri�ed to be

correctthen theprotocoliscorrect,and ifthereisan errorin

theprotocolthen itm ustexistin theequivalentsubspace
10
.

D .2.a Sym bolic representation. W eusea sym bolicrep-

resentation as a convenient form ofrepresenting the global

state to illustrate the notion ofequivalence and to help in

de�ning the error and correct states in a succinct m anner.

In the sym bolic representation,r routers in state q are rep-

resented by q
r
. The globalstate for a system ofn routers

8C rashes force any state to the em pty state.

9T w o system states (q1;q2;:::;qn ) and (p1;p2;:::;pn ) are strictly

equivalent i� qi = pi, w here qi;pi 2 S ;81 � i � n. H ow ever, all

routers use the sam e determ inistic F SM m odel,hence alln!perm utations of

(q1;q2;:::;qn ) are equivalent. A global state for a system w ith n routers

m ay be represented as
Q jS j

i= 1
s
ki
i

,w here ki is the num ber of routers in state

si 2 S and �
jS j

i= 1
ki = n. Form ally, C ounting E quivalence states that tw o

system states
Q jS j

i= 1
s
ki
i

and
Q jS j

i= 1
s
li
i

are equivalent if ki = li8i.

10T he notion ofcounting equivalence also applies to transitions and faults.

T hose transitions or faults leading to equivalent states are considered equiv-

alent.
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is represented by G = (q
r1
1 ;q

r2
2 ;:::;q

rm
m ), where m = jSj,

�ri = n. Forsym bolic representation oftopologies where n

isunknown ri 2 [0;1;2;1+ ;�](‘1+ ’is1 orm ore,and ‘*’is0

orm ore).

To satisfy the correctness conditions for PIM -D M , the

correct stable global states are those containing no for-

warders and no routers expecting packets, or those con-

taining one forwarder and one or m ore routers expecting

packets from the link; sym bolically this m ay be given by:

G 1 =
�
F

0
;N H

0
;N C

�
�
,and G 2 =

�
F

1
;N H

1+
;N C

�
�
.11

W e use X to denote any state si 2 S.Forexam ple,fX �

F g
�
denotes 0 or m ore states si 2 S �fF g. This sym bolic

representation is used to estim ate the size of the reduced

state space.

D .2.b C om plexity of the state space w ith equiva-

lence reduction. Considering counting equivalence,�nd-

ing the num ber of equivalent states becom es a problem of

com binatorics. The num ber of equivalent states becom es

C (n+ s�1;n)=
(n+ s� 1)!

n!� (s� 1)!
,where,n isthenum berofrouters,

s isthe num berofstate sym bols,and C (x;y)= x!

y!� (x� y)!
,is

the num berofy-com bination ofx-set[12].

D .3 Representation oferrorand correctstates

D epending on thecorrectnessde�nition wem ay getdi�er-

entcountsforthenum berofcorrectorerrorstates.Togetan

idea aboutthesize ofthecorrectorerrorstatespace forour

case study,we take two de�nitions ofcorrectness and com -

pute the num berofcorrect states. For the correct states of

PIM -D M ,we eitherhave:(1)no forwarderswith no routers

expectingpacketsfrom theLAN,or(2)exactly oneforwarder

with routersexpecting packetsfrom the LAN 12.

Thecorrectspaceand theerroneousspacem ustbedisjoint

and they m ust be com plete (i.e. add up to the com plete

space),otherwisethespeci�cation isincorrect.SeeAppendix

I-A fordetails.

W epresenttwo correctnessde�nitionsthatareused in our

case.

� The�rstde�nition considerstheforwarderstatesasF and

the routersexpecting packetsfrom the LAN asN H .Hence,

the sym bolic representation of the correct states becom es:

(fX �N H �F g
�
),or(N H ;F;fX �F g

�
),

11For convenience, w e m ay represent these tw o states as G 1 =
�
N C

�
�
,

and G 2 =

�

F ;N H
1+

;N C
�
�

.

12T hese conditions w e have found to be reasonably su� cient to m eet the

functional correctness requirem ents. H ow ever, they m ay not be necessary,

hence the search m ay generate false errors. P roving necessity is part offuture

w ork.

and thenum berofcorrectstatesis:C (n + s�3;n)+ C (n +

s�4;n �2):

� The second de�nition considers the forwarder states as

fFi;Fi D elg or sim ply FX ,and the states expecting packets

from the LAN as fN H i;N H i R txg or sim ply N H X . Hence,

the sym bolic representation of the correct states becom es:

(fX �N H X �F X g
�),or(N H X ;FX ;fX �F X g

�),

and the num berofcorrectstatesis:

C (n+ s�5;n)+ 4�C (n+ s�5;n�2)�2�C (n+ s�6;n�3):

Refer to Appendix I-B for m ore details on deriving the

num berofcorrectstates.

In general,we�nd thatthesizeoftheerrorstatespace,ac-

cording to both de�nitions,constitutesthe m ajorportion of

the whole state space. This m eans that search techniques

explicitly exploring the error states are likely to be m ore

com plex than others. W e take this in consideration when

designing ourm ethods.

IV . Fault-independent T est G eneration

Fault-independenttestgeneration (FITG )usestheforward

search techniquetoinvestigatepartsofthestatespace.Asin

reachability analysis,forward search startsfrom initialstates

and applies the stim ulirepeatedly to produce the reachable

state space (or part thereof). Conventionally, an exhaus-

tive search is conducted to explore the state space. In the

exhaustive approach allreachable states are expanded until

the reachable state space isexhausted.W e use severalm an-

ifestations ofthe notion ofcounting equivalence introduced

earlierto reduce the com plexity ofthe exhaustive algorithm

and expand only equivalent subspaces. To exam ine robust-

ness ofthe protocol,we incorporate selective loss scenarios

into the search.

A. Reduction Using Equivalences

The search procedure startsfrom the initialstates
13

and

keeps a list ofstates visited to preventlooping. Each state

isexpanded by applying thestim uliand advancing thestate

m achine forward by im plem enting the transition rules and

returning a new stablestateeach tim e
14
.W eusethecount-

ing equivalencenotion to reducethecom plexity ofthesearch

in three stagesofthe search:

1. The�rstreduction weuseisto investigateonly theequiv-

alent initial states. To achieve this we sim ply treat the

set ofstates constituting the globalstate as unordered set

13For our case study the routers start as either a non-m em ber (N M ) or

em pty upstream routers (E U ),that is,the initialstates I:S:= fN M ;E U g.

14For details of the above procedures,see A ppendix II-A .
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instead of ordered set. For exam ple, the output of such

procedure for I:S: = fN M ;E U g and n = 2 would be:

fN M ;N M g;fN M ;E U g;fE U;E U g.

O ne procedure that produces such equivalent initial state

space given in Appendix II-B.The com plexity of the this

algorithm isgiven by C (n + i:s:�1;n)aswasshown in Sec-

tion III-D .2 and veri�ed through sim ulation.

2. The second reduction we use isduring com parison ofvis-

ited states.Instead ofcom paring the actualstates,we com -

pare and store equivalent states. Hence, for exam ple, the

statesfN F1;N H 2g and fN H 1;N F2g are equivalent.

3. A third reduction is m ade based on the observation that

applying identical stim uli to di�erent routers in identical

statesleadsto equivalentglobalstates.Hence,wecan elim i-

natesom eredundanttransitions.Forexam ple,fortheglobal

state fN H 1;N H 2;F3g a Leave applied to R 1 or R 2 would

produce the equivalent state fN H
1
;N C

1
;F

1
g. To achieve

this reduction we add ag check before advancing the state

m achine forward. W e callthe algorithm after the third re-

duction the reduced algorithm .

In allthe above algorithm s,a forward step advances the

G FSM to thenextstable state.Thisisdone by applying all

the internally dependentstim uli(elicited due to the applied

externalstim ulus) in addition to any tim er im plications,if

any exists.O nly stable statesare checked forcorrectness.

B. Applying the M ethod

In this section we discuss how the fault-independent test

generation can be applied to the m odelofPIM -D M .W e ap-

ply forward search techniques to study correctness ofPIM -

D M .W e�rststudy thecom plexity ofthealgorithm swithout

faults.Then weapply selectivem essagelosstostudy thepro-

tocolbehaviorand analyze the protocolerrors.

B.1 M ethod input

Theprotocolm odelisprovided by thedesignerorprotocol

speci�cation,in term sofa transition tableortransition rules

ofthe G FSM ,and a setofinitialstate sym bols. The design

requirem ents,in term sofcorrectnessin thiscase,isassum ed

to be also given by the protocolspeci�cation. Thisincludes

de�nition ofcorrect states or erroneous states, in addition

to the faultm odelifstudying robustness. Furtherm ore,the

detection ofequivalence classes needsto be provided by the

designer 15. Currently,we do not autom ate the detection

of equivalent classes. Also, the num ber of routers in the

15For our case study, the sym m etry inherent in m ulticast over LA N s w as

used to establish the counting equivalence for states, transitions and faults.

  Expanded States     Forwards               

Rtrs Exhaustive Reduced Exhaustive Reduced

3 178 30 2840 263

4 644 48 14385 503

6 7480 106 271019 1430

8 80830 200 4122729 3189

10 843440 338 55951533 6092

12 8621630 528 708071468 10483

14 86885238 778 8.546E+09 16738

          Transitions          Errors            

Rtrs Exhaustive Reduced Exhaustive Reduced

3 343 65 33 6

4 1293 119 191 13

6 14962 307 3235 43

8 158913 633 41977 101

10 1638871 1133 491195 195

12 16666549 1843 5441177 333

14 167757882 2799 58220193 523

Fig.4

Simulation statistics for forward algorithms. E xpanded States is

the number of stable states visited,F orw ards is the number of

forward advances of the state machine,T ransitions is the number

of transient states visited and E rrors is the number of stable

state errors detected.

topology ortopologies to be investigated (i.e.,on the LAN)

hasto be speci�ed.

B.2 Com plexity offorward search forPIM -D M

The procedures presented above were sim ulated for PIM -

D M to study itscorrectness.Thissetofresultsshowsbehav-

iorofthealgorithm swithoutincluding faults,i.e.,when used

forveri�cation.W e identi�ed the initialstate sym bolsto be

fN M ;E U g; N M for downstream routers and E U for up-

stream routers. The num berofreachable states visited,the

num ber of transitions and the num ber of erroneous states

found wererecorded.Sum m ary oftheresultsisgiven in Fig-

ure4.Thenum berofexpanded statesdenotesthenum berof

visited stablestates.Thenum berof‘forwards’isthenum ber

oftim es the state m achine was advanced forward denoting

the num ber oftransitions between stable states. The num -

ber oftransitions is the num ber ofvisited transient states,

and the num ber oferror states is the num ber ofstable (or

expanded) states violating the correctness conditions. The

error condition is given as in the second error condition in

Section III-D .3. Note that each ofthe other error states is

equivalent to at least one error state detected by the re-

duced algorithm . Hence,having less num ber ofdiscovered

errorstatesby an algorithm in thiscasedoesnotm ean losing

any inform ation or causes oferror,which follows from the

de�nition ofequivalence. Reducing the error states m eans

reducing the tim e needed to analyze the errors.

W enoticethattheresigni�cantreduction in thealgorithm

com plexity with the use ofequivalence relations.In particu-
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lar,the num beroftransitionsisreduced from O (4n )forthe

exhaustive algorithm ,to O (n
4
) for the reduced algorithm .

Sim ilar results were obtained for the num ber of forwards,

expanded states and num ber of error states. The reduc-

tion gained by using thecounting equivalenceisexponential.

M ore detailed presentation ofthealgorithm ic detailsand re-

sultsare given in Appendix II.

For robustness analysis (vs. veri�cation), faults are in-

cluded in the G FSM m odel. Intuitively,an increase in the

overallcom plexity ofthe algorithm s willbe observed. Al-

though we have only applied faultsto study the behaviorof

the protocoland not the com plexity ofthe search,we an-

ticipate sim ilar asym ptotic reduction gains using counting

equivalence.

B.3 Sum m ary ofbehavioralerrorsforPIM -D M

W eused theabovealgorithm to search theprotocolm odel

forPIM -D M .Correctnesswaschecked autom atically by the

m ethod by checking the stable states (i.e., after applying

com plete transitions). By analyzing the sequence ofevents

leading toerrorwewereabletoreason abouttheprotocolbe-

havior.SeveralPIM -D M errorsweredetected bythem ethod,

som epertainingtocorrectnessin theabsenceofm essageloss,

while others were only detected in the presence ofm essage

loss.W e havestudied casesofup to 14-routerLANs.Som e-

tim es errors were found to occur in di�erent topologies for

sim ilarreasonsaswillbeshown.Here,weonly discussresults

forthe two routerand 3-routerLAN casesforillustration.

� O nly one errorwasdetected in the two-routercase. W ith

the initialstate fE U;E U g (i.e.,both routers are upstream

routers),the system enters the error state fF;N F g,where

there is a forwarder for the LAN but there are no routers

expecting packets or attached m em bers. In this case the

Assertprocess chose one forwarder for the LAN,but there

were no downstream routers to P rune o� the extra tra�c,

and so the protocolcauseswasted bandwidth.

� Severalerrorswere detected forthe 3-routerLAN case:

{ Starting from fE U;E U;E U g thesystem enterstheerror

state fF;N F;N F g fora sim ilarreason to thatgiven above.

{ Starting from fN M ;E U;E U g the system enters the er-

ror state fN C;N F;F g. By analyzing the trace of events

leading to the error we notice that the downstream router

N C pruned o� one ofthe upstream routers,N F ,before the

Assertprocess takesplace to choose a winnerforthe LAN.

Hence the protocolcauseswasted bandwidth.

{ Starting from fN M ;E U;E U g the system enters state

fN H ;F;F g. This is due to the transition table rules,when

a forwarder sends a packet,allupstream routers in the E U

state transit into F state. This is notan actualerror,how-

ever,since the system willrecover with the next forwarded

packetusingAssert
16
.Thedetection ofthisfalse-errorcould

havebeen avoided by issuing SP ktstim ulusbefore theerror

check,to see ifthe system willrecoverwith the nextpacket

sent.

{ W ith m essage loss, errors were detected for Join and

P rune loss. W hen the system isin fN H ;N H ;F g state and

oneofthedownstream m em bersleaves(i.e.,issuesL event),a

P runeissenton theLAN.IfthisP runeisselectively lostby

theotherdownstream router,a Join willnotbesentand the

system entersstatefN C;N H ;N F g.Sim ilarly,iftheJoin is

lost,the protocolendsup in an errorstate.

C. Challenges and Lim itations

In ordertogeneralizethefault-independenttestgeneration

m ethod,we need to addressseveralopen research issuesand

challenges.

� Thetopology isan inputtothem ethod in term sofnum ber

ofrouters. To add topology synthesis to FITG we m ay use

thesym bolicrepresentation presented in Section III-D ,where

the use ofrepetition constructs 17 m ay be used to represent

the LAN topology in general. A sim ilar principle was used

in [13]for cache coherence protocolveri�cation,where the

state space is split using repetition constructs based on the

correctnessde�nition.In Section V wepresentanew m ethod

that synthesizes the topology autom atically as part of the

search process.

� Equivalence classes are given as input to the m ethod. In

this study we have used sym m etries inherent in m ulticast

routing on LANsto utilize equivalence.Thissym m etry m ay

notexistin otherprotocolsortopologies,hence the forward

search m ay becom e increasingly com plex.Autom ating iden-

ti�cation ofequivalence classesispartoffuture work.

O ther kinds of equivalence m ay be investigated to reduce

com plexity in these cases
18
. Also, other techniques for

com plexity reduction m ay be investigated, such as statis-

ticalsam pling based on random ization or hashing used in

16T his is one case w here the correctness conditions for the m odelare su� -

cient but not necessary to m eet the functionalrequirem ents for correctness,

thus leading to a false error. Su� ciency and necessity proofs are subject of

future w ork.

17R epetition constructs include, for exam ple, the ‘*’ to represent zero or

m ore states, or the ‘1+ ’ to represent one or m ore states, ‘2+ ’ tw o or m ore,

so on.

18A n exam ple of another kind of equivalence is fault dom inance, w here a

system is proven to necessarily reach one error before reaching another,thus

the form er error dom inates the latter error.



10

SPIN [14].However,sam pling techniquesdo notachievefull

coverage ofthe state space.

� The topology used in thisstudy islim ited to a single-hop

LAN.Although we found it quite usefulto study m ulticast

routing over LANs, the m ethod needs to be extended to

m ulti-hop LAN to be m ore general. O urwork in [10]intro-

ducesthe notion ofvirtualLAN,and future work addresses

m ulti-LAN topologies.

In sum ,thefault-independenttestgeneration m ay beused

for protocolveri�cation given the sym m etry inherentin the

system studied (i.e.,protocoland topology). Forrobustness

studies,where the faultm odelisincluded in the search,the

com plexity ofthe search grows.In thisapproach we did not

address perform ance issues or topology synthesis. These is-

suesareaddressed in thecom ing sections.However,weshall

re-use the notion offorward search and the use ofcounting

equivalence in the m ethod discussed next.

V . Fault-oriented T est G eneration

In this section,we investigate the fault-oriented test gen-

eration (FO TG ),where the tests are generated for speci�c

faults. In this m ethod,the test generation algorithm starts

from the fault(s)and searchesfora possible error,establish-

ing the necessary topology and eventsto produce the error.

O nce the error is established,a backward search technique

produces a test sequence leading to the erroneous state,if

such a state is reachable. W e use the FSM form alism pre-

sented in Section IIItorepresenttheprotocol.W ealso re-use

som e ideas from the FITG algorithm previously presented,

such as forward search and the notion of equivalence for

search reduction.

A. FO TG M ethod O verview

Fault-oriented test generation (FO TG ) targets speci�c

faults or conditions, and so is better suited to study ro-

bustness in the presence of faults in general. FO TG has

three m ain stages: a) topology synthesis, b) forward im -

plication and error detection,and c) backward im plication.

Thetopology synthesisestablishesthenecessary com ponents

(e.g.,routers and hosts) ofthe system to trigger the given

condition (e.g., trigger a protocolm essage). This leads to

the form ation of a global state in the m iddle of the state

space
19
.Forward search isthen perform ed from thatglobal

state in its vicinity,i.e.,within a com plete transition,after

applying the fault. This process is called forward im plica-

19T he globalstate from w hich FO T G starts is synthesized for a given fault,

such as a m essage to be lost.

tion,and uses search techniques sim ilar to those explained

earlier in Section IV. Ifan error occurs, backward search

is perform ed thereafter to establish a valid sequence lead-

ing from an initialstate to the synthesized globalstate. To

achieve this,thetransition rulesare reversed and a search is

perform ed untilan initialstateisreached,orthesynthesized

stateisdeclared unreachable.Thisprocessiscalled backward

im plication.

M uch ofthe algorithm ic detailsare based on condition !

effect reasoning ofthe transition rules. This reasoning is

em phasized in the sem antics ofthe transition table used in

the topology synthesisand the backward search. Section V-

A.1describesthesesem antics.In Section V-B wedescribethe

algorithm icdetailsofFO TG ,and in Section V-C wedescribe

how FO TG was applies to PIM -D M in our case study,and

presentthe results and m ethod evaluation. Section V-D we

discussthe lim itationsofthe m ethod and our�ndings.

A.1 The Transition Table

The global state transition m ay be represented in sev-

eralways. Here,we choose a transition table representation

thatem phasizesthe e�ectofthe stim ulion the system ,and

hencefacilitatestopology synthesis.Thetransition tablede-

scribes,for each stim ulus,the conditions ofits occurrence.

A condition isgiven asstim ulusand state ortransition (de-

noted by stim ulus.state/trans),where the transition isgiven

asstartState! endState.

W e further extend m essage and router sem antics to cap-

ture m ulticast sem antics. Following, we present a detailed

description ofthe sem anticsofthetransition table then give

the resulting transition table for our case study,to be used

laterin thissection.

A.1.a Sem antics of the transition table. In this subsec-

tion we describe the m essage and router sem antics, pre-

conditions,and post-conditions.

� Stim uliand routersem antics: Stim uliare classi�ed based

on the routersa�ected by them .Stim ulitypesinclude:

1. orig:stim ulioreventsoccurring within the routerorig-

inating the stim ulusbutdo nota�ectotherrouters,and in-

clude H J,L,SP kt,G raftT x,D eland R tx.

2. dst: m essages that are processed by the destination

routeronly,and include Join,G Ack and G raftR cv.

3. m cast: m ulticast m essages that are processed by all

otherrouters,and include Assertand F P kt.

4. m castD ownstream : m ulticast m essages that are pro-

cessed by all other downstream routers, but only one up-

stream router,and includesthe P rune m essage.



11

These typesare used by the search algorithm forprocessing

the stim uliand m essages.According to these di�erenttypes

ofstim uliprocessing a router m ay take as subscript ‘orig’,

‘dst’,or‘other’.The‘orig’sym boldesignatestheoriginating

router ofthe stim ulus or m essage,whereas ‘dst’designates

thedestination ofthem essage.‘other’indicatesroutersother

than the originator. Routersare also classi�ed asupstream

ordownstream aspresented in Section III.

� Pre-Conditions: The pre-conditions in general are of

the form stim ulus:state=transition,where the transition is

given as startState ! endState. Ifthere are severalpre-

conditions, then we can use a logicalO R to represent the

rule. At least one pre-condition is necessary to trigger the

stim ulus. Exam ple ofa stim ulus:state condition isthe con-

dition forJoin m essage,nam ely,P runeother:N H orig,thatis,

a Join istriggered by thereception ofa P runefrom another

router,with the originator ofthe Join in N H . An exam ple

ofa stim ulus:transition condition isthecondition forG raft

transm ission H J:(N C ! N H );i.e. a host joining and the

transition ofthe routerfrom the negative cache state to the

nexthop state.

� Post-Conditions: A post-condition is an event and/or

transition that is triggered by the stim ulus.
20

Post-

conditions m ay be in the form of: (1) transition,

(2) condition:transition, (3) condition:stim ulus, and (4)

stim ulus:transition.

1. transition: has an im plicit condition with which it is

associated;i.e. ‘a ! b’m eans ‘ifa 2 G State then a ! b’.

Forexam ple,Join post-condition (N Fdst ! Fdst),m eansif

N Fdst 2 G State then transition N F ! F willoccur.

2. C ondition:transition: is sam e as (1) except the condi-

tion isexplicit 21.

3. C ondition:stim ulus:ifthecondition issatis�ed then the

stim ulus is triggered. For exam ple, P rune post-condition

‘N H other:Joinother’, m eans that for all N H x 2 G State

(where x is not equalto orig) then have router x trigger

a Join.

4. Stim ulus:transition: has the transition condition im -

plied asin (1)above.Forexam ple,G raftR cv post-condition

‘G Ack:(N Fdst ! Fdst)’,m eansifN Fdst 2 G State,then the

transition occursand G Ack istriggered.

Ifm ore than one post-condition exists,then the logicalre-

lation between them is either an ‘XO R’ifthe router is the

20N etw ork faults, such as m essage loss, m ay cause the stim ulus not to

take e� ect. For exam ple,losing a J oin m essage w illcause the event ofJ oin

reception not to take e� ect.

21T his does not appear in our case study.

sam e,oran ‘AND ’ifthe routersare di�erent.Forexam ple,

Join post-conditions are ‘Fdst D el ! Fdst;N Fdst ! Fdst’,

which m eans(Fdst D el ! Fdst)XO R (N Fdst ! Fdst).
22

O n the other hand, P rune post-conditions are ‘Fdst !

Fdst D el;N H other:Joinother’,which im plies that the transi-

tion willoccurifFdst 2 G StateAND aJoin willbetriggered

ifN H 2 G State.

Following isthe transition table used in ourcase study.

S tim u lu s P re-con d ition s P ost-con d ition s

J oin P ru n eoth er :N H orig F dst D el ! F dst;N F dst ! F dst

P ru n e L :N C ;F P kt:N C F dst ! F dst D el;

N H oth er :J oin oth er

G raf tT x H J:(N C ! N H ); G raf tR cv :(N H ! N H R tx )

R tx E x p:(N H R tx ! N H )

G raf tR cv G raf tT x :(N H ! N H R tx ) G A ck:(N F dst ! F dst)

G A ck G raf tR cv :F N H dst R tx ! N H dst

A ssert F P ktoth er :F orig F oth er ! N F oth er

F P kt S pkt:F P ru n e:(N M ! N C );

E D ! N H ;M ! N H ;

E U oth er ! F oth er , F oth er :A ssert

R tx R txE xp G raf tT x :(N H orig R tx ! N H orig )

D el D elE xp F orig D el ! N F orig

S P kt E xt F P kt:(E U orig ! F orig )

H J oin E xt N M ! M ;G raf tT x :(N C ! N H )

L eave E xt M ! N M ;P ru n e:(N H ! N C );

P ru n e:(N H R tx ! N C )

The above pre-conditions can be derived autom atically

from the post-conditions. In Appendix III,we describe the

‘PreConditions’procedurethattakesasinputoneform ofthe

conventionalpost-condition transition tableand producesthe

pre-condition sem antics.

A.1.b State D ependency Table. To aid in test sequence

synthesis through the backward im plication procedure, we

constructwhatwe calla state dependency table.Thistable

can be inferred autom atically from the transition table. W e

use this table to im prove the perform ance ofthe algorithm

and forillustration.

Foreach state,thedependency tablecontainsthepossible

precedingstatesand thestim ulusfrom which thestatecan be

reached orim plied.To obtain thisinform ation fora state s,

the algorithm the post-conditionsofthe transition table for

entrieswhere the endState ofa transition iss. In addition,

a state m ay be identi�ed asan initialstate (I.S.),and hence

can bereadily established withoutany preceding states.The

‘dependencyTable’procedure in Appendix IIIgenerates the

dependency tablefrom thetransition tableofconditions.For

s2 I:S:a sym boldenoting initialstateisadded to thearray

entry. For our case study I:S: = fN M ;E U g. Based on

22T here is an im plicit condition that can never be satis� ed in both state-

m ents, w hich is the existence of dst in only one state at a tim e.
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the above transition table, following is the resulting state

dependency table:
23

State P ossible B ackw ard Im plication(s)

F i

F P ktoth er
 � E U i;

J oin
 � F i D el;

J oin
 � N F i;

G raf tR cv
 � N F i;

S P kt
 � E U i

F i D el

P ru n e
 � F i

N F i
D el
 � F i D el;

A ssert
 � F i

N H i

R tx ;G A ck
 � N H i R tx ;

H J
 � N C i;

F P kt
 � M i;

F P kt
 � E D i

N H i R tx

G raf tT x
 � N H i

N C i
F P kt
 � N M i;

L
 � N H i R tx ;

L
 � N H i

E U i  I:S:

E D i  I:S:

M i
H J
 � N M i

N M i
L
 � M i; I:S:

In cases where the stim ulus a�ects m ore than one router

(e.g., m ulticast P rune), m ultiple states need to be sim ul-

taneously im plied in one backward step,otherwise an I:S:

m ay notbe reached.To do this,the transitionsin the post-

conditions ofthe stim ulus are traversed,and any states in

theglobalstatethatareendStatesarereplaced by theircor-

responding startStates. For exam ple,fM i;N M j;Fkg
F P kt
 �

fN H i;N C j;Fkg. Thisistaken care ofby the backward im -

plication section described later.

B. FO TG details

Aspreviously m entioned,ourFO TG approach consistsof

three phases: I) synthesis ofthe globalstate to inspect,II)

forward im plication,and III) backward im plication. These

phases are explained in m ore detailin this section. In Sec-

tion V-C we present an illustrative exam ple for the these

phases.

B.1 Synthesizing the G lobalState

Starting from a condition (e.g.,protocolm essage or stim u-

lus),and using the inform ation in the protocolm odel(i.e.

the transition table),a globalstate is synthesized for inves-

tigation. W e referto thisstate asthe global-state inspected

(G I),and itisobtained asfollows:

1. Theglobalstateisinitially em pty and theinspected stim -

ulusisinitially setto the stim ulusinvestigated.

2. For the inspected stim ulus, the state(s) (or the

startState(s)ofthetransition)ofthe post-condition are ob-

tained from the transition table.Ifthese statesdo notexist

in the globalstate,and cannot be inferred therefrom ,then

they are added to the globalstate.

23T he possible backw ard im plications are separated by ‘com m as’ indicat-

ing ‘O R ’relation.

3. For the inspected stim ulus, the state(s) (or the

endState(s) of the transition) of the pre-condition are ob-

tained. Ifthese states do not exist in the globalstate,and

cannot be inferred therefrom , then they are added to the

globalstate.

4. G et the stim ulus of the pre-condition of the inspected

stim ulus, call it newStim ulus. If newStim ulus is not

external (E xt), then set the inspected stim ulus to the

newStim ulus,and go back to step 2.

Thesecond step considerspost-conditionsand addssystem

com ponentsthatwillbe a�ected by thestim ulus.W hile the

third and forth stepssynthesizethecom ponentsnecessary to

trigger the stim ulus. The procedure given in Appendix III

synthesizesm inim um topologiesnecessary to triggera given

stim ulusofthe protocol.

Note that there m ay be several pre-conditions or post-

conditionsforastim ulus,in which caseseveralchoicescan be

m ade.These representbranching pointsin thesearch space.

Atthe end ofthisstage,the globalstate to be investigated

isobtained.

B.2 Forward Im plication

Thestatesfollowing G I (i.e.G I+ i wherei> 0)areobtained

through forward im plication. W e sim ply apply the transi-

tions,starting from G I,as given by the transition table,in

addition to im plied transitions (such as tim er im plication).

Furtherm ore, faults are incorporated into the search. For

exam ple,in the case ofa m essage loss,the transition that

would haveresulted from them essageisnotapplied.Ifm ore

than one state is a�ected by the m essage,then the space is

expanded to include the various selective loss scenarios for

the a�ected routers.Forcrashes,the routersa�ected by the

crash transit into the crashed state as de�ned by the ex-

panded transition rules, as will be shown in Section V-C.

Forward im plication uses the forward search techniques de-

scribed earlierin Section IV.

According to the transition com pletion concept (see Sec-

tion III-C.2), the proper analysis of behavior should start

from externally triggered transitions.Forexam ple,theanal-

ysis should not consider a Join without considering the

P rune triggering itand itse�ectson the system .Thus,the

globalsystem state m ustbe rolled back to the beginning of

a com plete transition (i.e. the previous stable state) before

applying theforward im plication.Thiswillbeim plied in the

forward im plication algorithm to sim plify the discussion.
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B.3 Backward Im plication

Backward im plication attem pts to obtain a sequence of

events leading to G I,from an initialstate (I:S:),ifsuch a

sequence exists;i.e.ifG I isreachable from I:S:

The state dependency table described in Section V-A.1.b

isused in the backward search.

Backward stepsaretaken forthecom ponentsin theglobal

state G I,each step producing another globalstate G State.

Foreach statein G Statepossiblebackward im plication rules

are attem pted to obtain valid backward stepstoward an ini-

tialstate. Thisprocess isrepeated forpreceding statesin a

depth �rst fashion. A set ofvisited states is m aintained to

avoid looping. Ifallbackward branches are exhausted and

no initialstatewasreached thestateisdeclared unreachable.

To rewind the global state one step backward, the re-

verse transition rules are applied. D epending on the stim -

ulus type of the backward rule, di�erent states in G State

are rolled back. For orig and dst only the originator and

destination ofthe stim ulus is rolled back,respectively. For

m cast,alla�ected statesare rolled back exceptthe origina-

tor. m castD ownstream is sim ilar to m castexcept that all

downstream routersorstatesare rolled back,while only one

upstream router (the destination) is rolled back. Appendix

III shows procedures ‘Backward’and ‘Rewind’that im ple-

m entthe above steps.

Note,however,thatnotallbackward stepsare valid,and

backtracking is perform ed when a backward step is invalid.

Backtrackingm ay occurwhen theprecedingstatescontradict

therulesoftheprotocol.Thesecontradictionsm ay m anifest

them selvesas:

� Srcnotfound:srcistheoriginatorofthestim ulus,and the

globalstatehastoincludeatleastonecom ponenttooriginate

thestim ulus.An exam pleofthiscontradiction occursforthe

P rune stim ulus,fora globalstate fN H ;F;N F g,where the

an originating com ponent ofthe P rune (N C in this case)

doesnotbelong to the globalstate.

� Failure of m inim um topology check: the necessary con-

ditions to trigger the stim ulus m ust be present in the

global topology. Exam ples of failing the m inim um topol-

ogy check include,for instance, Join stim ulus with global

state fN H ;N F g, or Assert stim ulus with global state

fF;N H ;N C g.

� Failure of consistency check: to m aintain consistency of

the transition rules in the reverse direction,we m ust check

thatevery backward step hasan equivalentforward step.To

achievethis,wem ustcheck thatthereisno transition x ! y

for the given stim ulus, such that x 2 G State. Since if x

rem ainsin thepreceding globalstate,thecorresponding for-

ward step would transform x into y and thesystem would ex-

istin a stateinconsistentwith theinitialglobalstate(before

the backward step). An exam ple ofthis inconsistency ex-

istswhen the stim ulusisF P ktand G State= fF;N F;E U g,

where E U ! F isa postcondition forF P kt.See Appendix

IIIforthe consistency check procedure.

C. Applying The M ethod

In thissection we discusshow the fault-oriented testgen-

eration can be applied to the m odel of PIM -D M . Speci�-

cally,we discuss in details the application ofFO TG to the

robustnessanalysisofPIM -D M in thepresenceofsinglem es-

sage lossand m achine crashes.W e �rstwalk through a sim -

ple illustrative exam ple. Then we presentthe results ofthe

casestudy in term sofcorrectnessviolationscaptured by the

m ethod.

C.1 M ethod input

The protocolm odelis provided by the designer or proto-

colspeci�cation,in term s ofa transition table 24,and the

sem anticsofthe m essages. In addition,a listoffaultsto be

studied is given as input to the m ethod. For exam ple,def-

inition ofthe fault as single selective protocolm essage loss,

applied tothelistofm essagesfJoin;P rune;Assert;G raftg.

Also a setofinitialstatesym bols,in ourcasefN M ;E U g.A

de�nition ofthedesign requirem ent,in thiscasede�nition of

correctness,isalso provided by thespeci�cation.Therestof

the processisautom ated.

C.2 Illustrative exam ple

Figure5showsthephasesofFO TG forasim pleexam pleof

a Join loss.Following are the stepstaken forthatexam ple:

S y n th esizin g th e G lob al S tate

1. J oin : startS tate of post-condition is N F dst ) G I = fN F k g

2. J oin : state of pre-condition is N H i ) G I = fN H i;N F k g, goto P ru n e

3. P ru n e: startS tate of post-condition is F k , im plied from N F k in G I

4. P ru n e: state of pre-condition is N C j ) G I = fN H i;N F k ;N C jg, goto L

(E xt)

5. startS tate of post-condition is N H can be im plied from N C in G I

F orw ard im p lication

w ithout loss: G I = fN H i;N F k ;N C jg
J oin
� ! G I+ 1 = fN H i;F k ;N C jg

loss w .r.t. R j: fN H i;N F k ;N C jg � ! G I+ 1 = fN H i;N F k ;N C jg error

24T he traditional input/output transition table is su� cient for our

m ethod. T he pre/post-condition transition table can be derived autom ati-

cally therefrom .
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NHj

NFk

NCi

Joini Prunej.NHi

Prunej
Leavej.NCj

Leavej Host Event

Stimulus Pre-conditions Post-conditions

NFk Fk

(Fk NFk). NHi.Joini

(NHj NCj).Prunej
Synthesized 

Topology

GI+1={NCj,NHi,Fk}
No loss of Join

GI+1={NCj,NHi,NFk}

Loss of Join

Error state

PrunejGI-1={NCj,NHi,Fk}

GI={NCj,NHi,NFk}

GI+ Forward implicationGI-Backward implication

GI-2={NMj,Mi,Fk}

GI-3={NMj,Mi,EUk}

GI-4={NMj,NMi,EUk}

FPkt

SPkt

HJi

Fig.5

Join topology synthesis,forward/backward implication

B ack w ard im p lication

G I = fN H i;N F k ;N C jg
P ru n e
 � G I� 1 = fN H i;F k ;N C jg

F P kt
 � G I� 2 =

fM i;F k ;N M jg
S P kt
 � G I� 3 = fM i;E U k ;N M jg

H Ji
 � G I� 4 =

fN M i;E U k ;N M jg = I:S :

Losing the Join by the forwarding router R k leads to an

error state where router R i is expecting packets from the

LAN,butthe LAN hasno forwarder.

C.3 Sum m ary ofResults

In this section we briey discuss the results of applying

ourm ethod to PIM -D M .Theanalysisisconducted forsingle

m essage loss and m om entary loss of state. For a detailed

analysisofthe resultssee Appendix III-G .

C.3.a Single m essage loss. W e have studied single m es-

sage loss scenarios for the Join;P rune;Assert;and G raft

m essages. For this subsection, we m ostly consider non-

interleaved externalevents,where the system is stim ulated

only once between stable states.The G raftm essage ispar-

ticularly interesting,since it is acknowledged,and it raises

tim ing and sequencing issuesthatwe addressin a latersub-

section,whereweextend ourm ethod toconsiderinterleaving

ofexternalevents.

O urm ethod aspresented here,however,m ay notbegener-

alized to transform any typeoftim ing problem into sequenc-

ing problem .Thistopic bearsm ore research in the future.

W ehaveused thesequencesofeventsgenerated autom ati-

cally by thealgorithm to analyzeprotocolerrorsand suggest

A

Bupstream

downstream

A B

Graft

Graft

GAck

A B

time

Graft

GAck

(I) no loss (II) loss of Graft

A B

t1

t2t3

t4

t5

t6

Graft

Prune

Graft

GAck

(III) loss of Graft &
interleaved Prune

t1 t1

t2
t2

t3

t3

t4

Fig.6

G raft event sequencing

�xesforthose errors.

Join: A scenario sim ilar to that presented in Section V-

C.2 incurred an error. In thiscase,the robustnessviolation

was not allowing another chance to the downstream router

to send a Join. A suggested �x would be to send another

prune by FD el before the tim erexpires.

P rune: In the topology above,an error occurs when R i

loses the P rune,hence no Join is triggered. The �x sug-

gested above takescare ofthiscase too.

A ssert:An errorin theAssertcaseoccurswith no down-

stream routers;e.g. G I = fFi;Fjg. The design error is the

absence ofa m echanism to prevent pruning packets in this

case.O ne suggested �x would be to have the Assertwinner

schedule a deletion tim er (i.e. becom es FD el) and have the

downstream receiver(ifany)send Join totheAssertwinner.

G raft:A G raftm essageisacknowledged by G Ack,hence

the protocoldid not incur error when the G raft m essage

was lost with non-interleaved externalevents. The protocol

isrobustto G raftlosswith theuseofR tx tim er.Adversary

externalconditionsareinterleaved duringthetransientstates

and theR tx tim eriscleared,such thattheadverseeventwill

notbe overridden by the R tx m echanism .

TocleartheR tx tim er,a transition should becreated from

N H R tx toN H which istriggered by aG Ack according tothe

state dependency table (N H
G A ck
 � N H R tx). This transition

isthen inserted in theeventsequence,and forward and back-

ward im plicationsare used to obtain the overallsequence of

events illustrated in Figure 6. In the �rst and second sce-

narios(Iand II)no erroroccurs.In the third scenario (III)

when a G raft followed by a P rune is interleaved with the

G raft loss, the R tx tim er is reset with the receipt of the

G Ack for the �rst G raft, and the system s ends up in an
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error state. A suggested �x is to add sequence num bers to

G rafts,atthe expense ofadded com plexity.

C.3.b Loss of State. W e consider m om entary loss of

state in a router. A ‘C rash’stim ulus transfers the crashed

router from any state ‘X’into ‘EU’or ‘ED ’.Hence,we add

the following line to the transition table:

Stim ulus P re-cond P ost-cond (stim ulus.state/trans)

C rash E xt fN M ;M ;N H ;N C ;N H R tx g ! E D ,

fF ;F D el;N F g ! E U

The FSM resum es function im m ediately after the crash

(i.e. further transitions are not a�ected). W e analyze the

behaviorwhen thecrash occursin any routerstate.Forevery

state,a topology is synthesized that is necessary to create

thatstate.W eleveragethetopologiespreviously synthesized

for the m essages. For exam ple,state FD el m ay be created

from stateF by receiving a P rune(FD el

P rune
 � F ).Hencewe

m ay usethetopologiesconstructed forP runelossto analyze

a crash forFD el state.

Forward im plication isthen applied,and behaviorafterthe

crash ischecked forcorrectpacketdelivery.To achieve this,

host stim uli(i.e. SP kt,H J and L) are applied,then the

system state ischecked forcorrectness.

In lotsofthecasesstudied,thesystem recovered from the

crash (i.e.the system state waseventually correct).The re-

covery ism ainly dueto thenatureofPIM -D M ;whereproto-

colstatesarere-created with reception ofdata packets.This

result is not likely to extend to protocols ofother natures;

e.g.PIM Sparse-M ode [15].

However,in violation with robustnessrequirem ents,there

existed casesin which thesystem did notrecover.In Figure7,

the hostjoining in (II,a)did nothavethe su�cientstate to

send a G raftand hence getsjoin latency untilthe negative

cache state tim es out upstream and packets are forwarded

onto the LAN asin (II,b).

NF NF NF F NF F

NH ED M NH NM NC

(I)

NH Crash ED

(II)

HJ

SPkt

(III)

L

SPkt

Prune

(a) (b)

FPkt FPkt

Fig.7

C rash leading to join latency

In Figure 8 (II,a),the downstream router incurs join la-

tency due to the crash ofthe upstream router. The state is

not corrected untilthe periodic broadcast takes place,and

packetsare forwarded onto the LAN asin (II,b).

EU F EU NF

NH NH NC NC

(II)

SPkt

(III)

L

Prune

(a) (b)

F EU

NHRtx NH

(I)

F Crash EU

GTx

GRcv GAck

Fig.8

C rash leading to black holes

D. Challenges and Lim itations

Although we have been able to apply FO TG to PIM -D M

successfully,a discussion oftheopen issuesand challengesis

called for.In thissection we addresssom e ofthese issues.

� The topologiessynthesized by the above FO TG study are

only lim ited to a single-hop LAN with n routers
25
. This

m eans that the above FO TG analysis is necessary but not

su�cient to verify robustness ofthe end-to-end behavior of

theprotocolin am ulti-hop topology;even ifeach LAN in the

topology operates correctly,the inter-LAN interaction m ay

introduceerroneousbehaviors.ApplyingFO TG tom ulti-hop

topologiesispartoffuture research.

� The analysisforourcase studiesdid notconsidernetwork

delays.In ordertostudyend-to-end protocolsnetwork delays

m ust be considered in the m odel. In [10]we introduce the

notion ofvirtualLAN toincludeend-to-end delay sem antics.

� M inim altopologiesthatarenecessary and su�cienttotrig-

gerthe stim uli,m ay notbe su�cientto capture allcorrect-

ness violations. For exam ple,in som e cases it m ay require

one m em ber to trigger a Join, but two m em bers to expe-

rience an error caused by Join loss. Hence, the topology

synthesisstagem ustbecom pletein orderto captureallpos-

sible errors. To achieve thiswe propose to use the sym bolic

representation.Forexam ple,to coveralltopologieswith one

orm orem em bersweuse(M
1+
).Integration ofthisnotation

with the fullm ethod ispartoffuture work.

� Thee�ciency ofthebackward search m ay beincreased us-

ing reduction techniques,such as equivalence ofstates and

transitions(sim ilar to the onespresented in Section IV). In

addition,thealgorithm com plexity m ay bereduced by utiliz-

ing inform ation aboutreachable statesto reduce the search.

25T his lim itation is sim ilar to that su� ered by F IT G in Section IV .
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This inform ation could be obtained sim ply by storing pre-

vious sequences and states visited. Alternatively, the de-

signer m ay provide inform ation {based on protocol-speci�c

knowledge{ aboutreachable states,through a com pact rep-

resentation thereof.

� Thetopologiesconstructed by FO TG areinferred from the

m echanism s speci�ed by the transition table ofthe G FSM .

The FO TG algorithm willnotconstructtopologiesresulting

from non-speci�ed m echanism s. For exam ple,ifthe Assert

m echanism that deals with duplicates was left out (due to

a design error) the algorithm would not construct fFi;Fjg

topology. Hence,FO TG is not guaranteed to detect dupli-

catesin thiscase.So,FO TG (aspresented here)m ay beused

to evaluatebehaviorofspeci�ed m echanism sin thepresence

ofnetwork failures,butisnota generalprotocolveri�cation

tool.

� The globalstatessynthesized during the topology synthe-

sis phase are not guaranteed to be reachable from an ini-

tialstate. Hence the algorithm m ay be investigating non-

reachable states, untilthey are detected as unreachable in

the last backward search phase. Adding reachability detec-

tion in the early stages ofFO TG is subject offuture work.

However,statisticscollected in ourcasestudy (seeAppendix

III-F)show thatunreachable statesare notthe determ ining

factorin thecom plexity ofthebackward search.Hence,other

reduction techniquesm ay beneeded toincreasethee�ciency

ofthe m ethod.

W ebelievethatthestrength ofourfault-oriented m ethod,

aswasdem onstrated,liesin itsability to constructthe nec-

essary conditionsforerroneousbehaviorby starting directly

from the faultand avoiding the exhaustive walk ofthe state

space. Also, converting tim ing problem s into sequencing

problem s(aswasshown forG raftanalysis)reducesthecom -

plexity required to study tim ers.FO TG aspresented in this

chapter seem s best �t to study protocolrobustness in the

presence offaults. Faults presented in our studies include

single selective lossofprotocolm essagesand routercrashes.

V I. R elated W ork

The related work fallsm ainly in the �eld ofprotocolveri-

�cation,distributed algorithm sand conform ance testing. In

addition,som e concepts ofour work were inspired by VLSI

chip testing. M ost of the literature on m ulticast protocol

design addressesarchitecture,speci�cation,and com parisons

between di�erentprotocols. W e are not aware ofany other

work to develop system atic m ethods for test generation for

m ulticastprotocols.

There is a large body ofliterature dealing with veri�ca-

tion ofcom m unication protocols.Protocolveri�cation isthe

problem ofensuring the logicalconsistency ofthe protocol

speci�cation,independentofany particularim plem entation.

Protocolveri�cation typically addresseswell-de�ned proper-

ties,such as safety (e.g.,freedom from deadlocks) and live-

ness (e.g.,absence ofnon-progress cycles) [16]. In general,

thetwom ain approachesforprotocolveri�cation aretheorem

proving and reachability analysis(orm odelchecking)[3][4].

In theorem proving,system propertiesare expressed in logic

form ulas,de�ning a setofaxiom sand constructing relations

on these axiom s. In contrast to reachability analysis,theo-

rem proving can dealwith in�nite state spaces. Interactive

theorem provers require hum an intervention,and hence are

slow and error-prone.Theorem proving includesm odel-based

and logic-based form alism s. M odel-based form alism s (e.g.,

Z [17],VD M [18])aresuitableforprotocolspeci�cationsin a

succinctm anner,butlack thetoolsupportfore�ectiveproof

ofproperties. The use of�rst order logic allows the use of

theorem provers(e.g.,Nqthm [19]),butm ay result in spec-

i�cations thatare di�cult to read. Higher orderlogic (e.g.,

PVS [20]) provides expressive power for clear descriptions

and proofcapabilities for protocolproperties. The num ber

ofaxiom sand relationsgrowswith thecom plexity ofthepro-

tocol. Axiom atization and proofs depend largely on hum an

intelligence,which lim itstheuseoftheorem provingsystem s.

M oreover,thesesystem stend toabstractoutnetwork failures

we are addressing in thisstudy.

Reachability analysis algorithm s [11][21]attem ptto gen-

erate and inspect allthe protocolstates that are reachable

from given initial states. The m ain types of reachability

analysisalgorithm sincludefullsearch and controlled partial

search. Iffullsearch exceeds the m em ory or tim e lim its,it

e�ectively reducesto an uncontrolled partialsearch,and the

quality ofthe analysis deteriorates quickly. Such algorithm

su�ers from the ‘state space explosion’problem ,especially

for com plex protocols. To circum vent this problem , state

reduction and controlled partialsearch techniques [22][23]

could be used. These techniquesfocus only on parts ofthe

state space and m ay use probabilistic [24], random [25]or

guided searches [26]. In our work we adopt approaches ex-

tending reachability analysis for m ulticast protocols. O ur

fault-independent test generation m ethod (in Section IV)

borrows from controlled partialsearch and state reduction

techniques.

W ork on distributed algorithm s deals with synchronous

networks, asynchronous shared m em ory and asynchronous
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networked system s [27]. Proofs can be established using

an autom ata-theoretic fram ework. Severalstudies on dis-

tributed algorithm sconsidered failurem odelsincluding m es-

sage loss or duplication, and processor failures, such as

stop (or crash) failures,transient failures,or byzantine fail-

ures [28],where failed processors behave arbitrarily. W e do

not consider byzantine failures in our study. D istributed

algorithm s m ay be treated in a form al fram ework, using

autom ata-theoretic m odels and state m achines, where re-

sultsarepresented in term sofset-theoreticm athem atics[27].

The form alfram ework is used to present proofs or im pos-

sibility results. Proof m ethods for distributed algorithm s

include invariant assertions and sim ulation relationships
26

thataregenerally proved using induction,and m ay becheck-

able using theorem -provers,e.g.,Larch theorem -prover[29].

Asynchronousnetwork com ponentscan bem odeled astim ed-

autom ata [30],[27].

Severalattem pts to apply form alveri�cation to network

protocolshavebeen m ade.Assertionalprooftechniqueswere

used to prove distance vectorrouting [31],path vectorrout-

ing[32]and routedi�usion algorithm s[33],[34]and [35]using

com m unicating �nite state m achines. An exam ple point-to-

point m obile application was proved using assertional rea-

soning in [36]using UNITY [37]. Axiom atic reasoning was

used in proving a sim ple transm ission protocolin [38]. Al-

gebraic system sbased on thecalculusofcom m unicating sys-

tem s (CCS) [39]have been used to prove CSM A/CD [40].

Form al veri�cation has been applied to TCP and T/TCP

in [41].

M ulticastprotocolsm ay bem odeled asasynchronousnet-

works, with the com ponents as tim ed-autom ata, including

failure m odels. In fact, the global �nite state m achine

(G FSM )m odelused byoursearch algorithm sisadopted from

asynchronousshared m em ory system s(in speci�c,cache co-

herencealgorithm s[13])and extended with variousm ulticast

and tim ing sem antics.ThetransitionsoftheI/O autom aton

m ay be given in the form ofpre-conditionsand e�ects 27.

Thecom bination oftim ed autom ata,invariants,sim ulation

m appings,autom aton com position,and tem porallogic [42]

seem to be very usefultoolsfor proving (ordisproving)and

reasoningaboutsafety orlivenesspropertiesofdistributed al-

gorithm s.Itm ay alsobeused toestablish asym ptoticbounds

26A n invariant assertion is a property that holds true for all reachable

states of the system , w hile a sim ulation is a form al relation betw een an

abstract solution of the problem and a detailed solution.

27T his is sim ilar to our representation ofthe transition table for the fault-

oriented test generation m ethod.

on the com plexity ofthe distributed algorithm s. It is not

clear,however,how theorem proving techniquescan be used

in test synthesis to construct event sequences and topolo-

gies that stress network protocols. Parts ofour work draw

from distributed algorithm s veri�cation principles. Yet we

feelthat our work com plem ents such work,as we focus on

testsynthesisproblem s.

Conform ance Testing is used to check that the external

behavior ofa given im plem entation ofa protocolis equiv-

alent to its form al speci�cation. A conform ance test fails

ifthe im plem entation and speci�cation di�er. By contrast,

veri�cation oftheprotocolm ustalwaysrevealthedesign er-

ror.G iven an im plem entation undertest(IUT),sequencesof

inputm essages are provided and the resulting outputisob-

served. The testpasses only ifallobserved outputsm atche

thoseoftheform alspeci�cation.Thesequencesofinputm es-

sagesiscalled aconform ancetestsuiteand them ain problem

isto �nd an e�cientprocedureforgenerating a conform ance

test suite for a given protocol. O ne possible solution is to

generate a sequence ofstate transitions thatpassesthrough

every state and every transition at least once; also known

as a transition tour [43]. The state of the m achine m ust

be checked after each transition with the help ofunique in-

put/output (UIO ) sequences
28
. To be able to verify every

state in the IUT,we m ustbe able to derive a UIO sequence

for every state separately. This approach generally su�ers

from thefollowing drawbacks.Notallstatesofan FSM have

a UIO sequence. Even ifallstates in a FSM have a UIO

sequence,the problem ofderiving UIO sequences has been

proved to be p-com plete in [44]; i.e. only very short UIO

sequences can be found in practice
29
. UIO sequences can

identify statesreliably only in a correctIUT.Theirbehavior

forfaulty IUTsisunpredictable,and they cannotguarantee

thatany typeoffaultin an IUT rem ainsdetectable.O nly the

presence ofdesirable behaviorcan be tested by conform ance

testing,notthe absence ofundesirable behavior.

Conform ance testing techniquesare im portantfor testing

protocolim plem entations.However,itdoesnottargetdesign

errorsorprotocolperform ance.W econsiderwork in thisarea

ascom plem entary to the focusofourstudy.

VLSIChip testingusesasetofwell-established approaches

togeneratetestvectorpatterns,generally fordetecting phys-

icaldefects in the VLSI fabrication process. Com m on test

28A U nique Input/O utput(U IO ) sequence is a sequence oftransitions that

can be used to determ ine the state of the IU T .

29In [45]a random ized polynom ialtim e algorithm is presented for design-

ing U IO checking sequences.
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vector generation m ethods detect single-stuck faults;where

the value ofa line in the circuitis always atlogic ‘1’or ‘0’.

Test vectors are generated based on a m odelofthe circuit

and a given faultm odel.Testvectorgeneration can befault-

independentorfault-oriented [46][47]. In the fault-oriented

process,the two fundam entalstepsin generating a testvec-

torareto activate(orexcite)thefault,and to propagatethe

resulting errorto an observableoutput.Faultexcitation and

error propagation usually involve a search procedure with

a backtracking strategy to resolve or undo contradiction in

the assignm ent of line and input values. The line assign-

m ents perform ed som etim es determ ine or im ply other line

assignm ents. The process of com puting the line values to

be consistent with previously determ ined values is referred

to asim plication. Forward im plication isim plying valuesof

lines from the fault toward the output,while backward im -

plication isim plying valuesoflinesfrom thefaulttoward the

circuit input. O urapproaches for protocoltesting use som e

ofthe above principles;such as forward and backward im -

plication. VLSIchip testing,however,is perform ed a given

circuit,whereas protocoltesting is perform ed for arbitrary

and tim e varying topologies.

O therrelated work includesveri�cation ofcachecoherence

protocols[13].Thisstudy usescountingequivalencerelations

and sym bolic representation ofstatesto reduce space search

com plexity.W eusethenotion ofcounting equivalencein our

study.

V II. C onclusions

In this study we have proposed the STRESS fram ework

to integrate testgeneration into theprotocoldesign process.

Speci�cally,wetargeted autom atictestgeneration forrobust-

nessstudiesofm ulticastrouting protocols.W ehaveadopted

a globalFSM m odelto representthe m ulticastprotocolson

a LAN.In addition,we haveused a faultm odelto represent

packet loss and m achine crashes. W e have investigated two

algorithm sfortestgeneration;nam ely,thefault-independent

test generation (FITG ) and the fault-oriented test genera-

tion (FO TG ).Both algorithm s were used to study a stan-

dard m ulticast routing protocol, PIM -D M ,and were com -

pared in term soferrorcoverageand algorithm ic com plexity.

For FITG ,equivalence reduction techniques were com bined

with forward search to reduce search com plexity from ex-

ponentialto polynom ial. FITG does not provide topology

synthesis.ForFO TG ,a m ix offorward and backward search

techniques allowed for autom atic synthesis ofthe topology.

W e believe thatFO TG is a better�tfor robustness studies

since it targets faults directly. The com plexity for FO TG

wasquite m anageable forourcase study. Correctionsto er-

rorscaptured in thestudy wereproposed with theaid ofour

m ethod and integrated into thelatestPIM -D M speci�cation.

M ore case studiesare needed to show m ore generalapplica-

bility ofourm ethodology.

A ppendix

I. State Space C omplexity

In this appendix we present analysis for the state space

com plexity ofourtargetsystem .In speci�c we presentcom -

pleteness proofofthe state space and the form ulae to com -

pute the size ofthe correctstate space.

A. State Space Com pleteness

W e de�ne the space ofallstates as X �,denoting zero or

m oreroutersin any state.W ealso de�nethealgebraic oper-

atorsforthe space,where

X
�
= X

0
[ X

1
[ X

2+
(1)

(Y
n
;X

�
)=

�
Y

n+
;fX �Y g

�
�

(2)

A.1 Errorstates

In general,an error m ay m anifest itselfas packet dupli-

cates, packet loss, or wasted bandwidth. This is m apped

onto the state ofthe globalFSM asfollows:

1. Theexistenceoftwo orm oreforwarderson theLAN with

one orm ore routersexpecting packetfrom theLAN (e.g.,in

the N H X state)indicatesduplicate delivery ofpackets.

2. The existence ofone or m ore routers expecting packets

from the LAN with no forwarders on the LAN indicates a

de�ciency in packetdelivery (join latency orblack holes).

3. Theexistenceofoneorm oreforwardersfortheLAN with

no routersexpecting packetsfrom theLAN indicateswasted

bandwidth (leave latency orextra overhead).

-forduplicates:one orm ore N H X with two orm ore FX ;

�
N H X ;F

2+
X ;X

�
�

(3)

-forextra bandwidth:one orm ore FX with zero N H X ;

(FX ;fX �N H X g
�
) (4)

-forblackholesorpacketloss:oneorm oreN H X with zero

FX ;

(N H X ;fX �F X g
�
) (5)
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A.2 Correctstates

Asdescribed earlier,thecorrectstatescan bedescribed by

the following rule:

9 exactly one forwarder for the LAN i� 9 one or m ore

routers expecting packets from the LAN.

-zero N H X with zero FX ;

(fX �N H X �F X g
�
) (6)

-one orm ore N H X with exactly one FX ;

(N H X ;FX ;fX �F X g
�
) (7)

from (B.2)and (B.3)we get:

�
N H X ;F

2+

X ;fX �F X g
�
�

(8)

ifwe take the union of(B.8),(B.5) and (B.7),and apply

(B.1)we get:

(N H X ;X
�
)=

�
N H

1+

X ;fX �N H X g
�
�

(9)

also,from (B.4)and (B.2)we get:

�
F

1+

X ;fX �N H X �F X g
�
�

(10)

ifwe take the union of(B.10)and (B.6)we get:

(F
�
X ;fX �N H X �F X g

�
)= (fX �N H X g

�
)

(11)

taking the union of(B.9)and (B.11)we get:

(N H
�
X ;fX �N H X g

�
)= (X

�
) (12)

which isthe com plete state space.

B. Num ber ofCorrectand Error State Spaces

B.1 Firstcase de�nition

Forthecorrectstates:(fX �N H �F g
�
)reducesthesym -

bols from which to choose the state by 2; i.e. yields the

form ula:

C (n + (s�2)�1;n)= C (n + s�3;n):

W hile (N H ;F;fX �F g
�
) reduces the num ber ofrouters

to choose by 2 and the num berofsym bolsby 1,yielding:

C ((n �2)+ (s�1)�1;n �2)= C (n + s�4;n �2):

B.2 Second case de�nition

Forthe correctstates: (fX �N H X �F X g
�
)reduces,the

num berofstatesby 4,yielding

C (n + (s�4)�1;n)= C (n + s�5;n):

W hile (N H X ;FX ;fX �F X g
�
) reduces the num ber of

routersto n �2 and the sym bolsto s�2 and yields

4�C ((n �2)+ (s�2)�1;n �2))= 4�C (n + s�5;n �2):

W ehaveto becarefulhereaboutoverlap ofsetsofcorrect

states. For exam ple (N H ;F;fX �F X g
�
) is equivalent to

(N H R tx;F;fX �F X g
�
)when a third routerisin N H R tx in

the �rst set and N H in the second set. Thus we need to

rem ove one ofthe sets (N H ;F;N H R tx;fX �F X g
�
),which

translatesin term sofnum berofstatesto

C ((n �3)+ (s�2)�1;n �3)= C (n + s�6;n �3):

A sim ilar argum ent is given when we replace F above by

FD el,thuswe m ultiply the num ber ofstates to be rem oved

by 2. Thus,we get the totalnum ber ofequivalent correct

states:

C (n+ s�5;n)+ 4�C (n+ s�5;n�2)�2�C (n+ s�6;n�3).

To obtain the E rrorStates we can use:

E rrorStates= TotalStates�C orrectStates:
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T he percentage of the correct and error states

Figure 9 shows the percentage ofeach ofthe correct and

errorstatespaces,and how thispercentagechangeswith the

num berofrouters. The �gure is shown for the second case

error de�nition. Sim ilar results were obtained for the �rst

case de�nition.
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II. Forward Search A lgorithms

This appendix includes detailed procedures that im ple-

m entthe forward search m ethod asdescribed in Section IV.

Italso includesdetailed statisticscollected forthecasestudy

on PIM -D M .

A. Exhaustive Search

TheExpandSpace proceduregiven below im plem entsan

exhaustive search,where W is the working set ofstates to

be expanded,V is the set ofvisited states (i.e. already ex-

panded),and E is the state currently being explored. Ini-

tially,allthe state sets are em pty. The nextState function

gets and rem oves the next state from W ,according to the

search strategy;ifdepth �rst then W is treated as a stack,

orasa queue ifbreadth �rst.

Each state is expanded by applying the stim uli via the

‘forward’procedurethatim plem entsthetransition rulesand

returnsthe new stable state N ew.

E x p an d S p ace(in itG S tate)f

add in itG S tate to W

w hile W not em pty f

E = nextG State from W ;

add E to V ;

8 state 2 E

8 stim applying to state f

N ew = forw ard(E ,stim );

if N ew =2 W or V

add N ew to W ;

g

g

g

The initialstate initG State m ay be generated using the

following procedure,thatproducesallpossible com binations

ofinitialstatesI:S:.

In it(depth ,G S tate)f

8 state 2 I:S : f

add state to G S tate;

depth = depth - 1;

if depth = 0

E xpandSpace(G S tate);

else

Init(depth , G S tate);

rem ove last elem ent of G S tate;

g

g

This procedure is called with the following param eters:

(a) num ber of routers n as the initial depth and (b) the

em ptystate as the initialG State. It is a recursive proce-

durethatdoesa tree search,depth �rst,with the num berof

                Expanded States                   

Rtrs Exhaustive Equiv Equiv+ Reduced Reduction

1 14 10 9 9 1.555556

2 52 24 18 18 2.888889

3 178 52 30 30 5.933333

4 644 114 48 48 13.41667

5 2176 238 73 73 29.80822

6 7480 496 106 106 70.56604

7 24362 1004 148 148 164.6081

8 80830 2037 200 200 404.15

9 259270 4081 263 263 985.8175

10 843440 8198 338 338 2495.385

11 2684665 16386 426 426 6302.031

12 8621630 32810 528 528 16328.84

13 27300731 65574 645 645 42326.71

14 86885238 131180 778 778 111677.7

Fig.10

Simulation statistics for forward algorithms. E xpandedStates is

the number of visited states.

                       Forwards

Rtrs Exhaustive Equiv Equiv+ Reduced Reduction

1 80 55 51 43 1.860465

2 537 227 177 124 4.330645

3 2840 730 440 263 10.79848

4 14385 2188 970 503 28.59841

5 63372 5829 1923 881 71.9319

6 271019 14863 3491 1430 189.5238

7 1060120 35456 5916 2187 484.7371

8 4122729 82916 9480 3189 1292.797

9 15187940 187433 14523 4477 3392.437

10 55951533 419422 21429 6092 9184.428

11 199038216 921981 30648 8079 24636.49

12 708071468 2013909 42678 10483 67544.74

13 2.461E+09 4355352 58091 13353 184311

14 8.546E+09 9375196 77511 16738 510576.4

Fig.11

Simulation statistics for forward algorithms. F orw ards is the

number of calls to forw ard().

levelsequalto the num berofroutersand the branching fac-

torequalto the num berofinitialstate sym bolsjI:S:j= i:s:.

The com plexity ofthisprocedure isgiven by (i:s:)n.

B. Reduction Using Equivalence

W eusethecounting equivalencenotion to reducethecom -

plexity ofthe search in 3 ways:

1. The�rstreduction weuseisto investigateonly theequiv-

alentinitialstates,wecallthisalgorithm Equiv.O neproce-

dure thatproducessuch equivalentinitialstate space is the

EquivInit procedure given below.

E q u iv In it(S ,i,G S tate)f

8 state 2 S

for j = i to 0 f

N ew = em ptystate;

for k = 0 to j

add state to N ew ;

N ew = N ew � G S tate

�S = trunc(S ,state);

if (i � j) = 0

E xpandSpace(N ew );
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                      Transitions                   

Rtrs Exhaustive Equiv Equiv+ Reduced Reduction

1 19 11 11 11 1.727273

2 90 32 31 31 2.903226

3 343 75 65 65 5.276923

4 1293 169 119 119 10.86555

5 4328 347 197 197 21.96954

6 14962 722 307 307 48.73616

7 47915 1433 449 449 106.7149

8 158913 2889 633 633 251.0474

9 503860 5717 857 857 587.9347

10 1638871 11434 1133 1133 1446.488

11 5185208 22715 1457 1457 3558.825

12 16666549 45383 1843 1843 9043.163

13 52642280 90461 2285 2285 23038.2

14 167757882 180794 2799 2799 59934.93

Fig.12

Simulation statistics for forward algorithms. T ransitions is the

number of transient states visited.

                              Error States

Rtrs Exhaustive Equiv Equiv+ Reduced Reduction

1 1 1 1 1 1

2 7 3 3 3 2.333333

3 33 7 6 6 5.5

4 191 21 13 13 14.69231

5 783 49 25 25 31.32

6 3235 115 43 43 75.23256

7 11497 239 68 68 169.0735

8 41977 504 101 101 415.6139

9 142197 1012 143 143 994.3846

10 491195 2057 195 195 2518.949

11 1625880 4101 258 258 6301.86

12 5441177 8237 333 333 16339.87

13 17751178 16425 421 421 42164.32

14 58220193 32879 523 523 111319.7

Fig.13

Simulation statistics for forward algorithms. T he number of

stable error states reached.

else

E quivInit(�S ,i � j,N ew );

g

g

Thisprocedureisinvoked with thefollowing param eters:(a)

the initialsetofstates I:S:asS,(b)the num berofrouters

n as i,and (c) the em ptystate as G State. The procedure

is recursive and produces the set ofequivalent initialstates

and invokesthe ExpandSpace procedure foreach equivalent

initialstate. The ‘trunc’function truncates S such that �S

containsonly thestateelem entsin S aftertheelem entstate.

Forexam ple,trunc(fF;N M ;M g;F )= fN M ;M g.

2. The second reduction we use is during state com parison.

Instead ofcom paring theactualstates,wecom pareand store

equivalentstates. Hence,the line ‘ifN ew =2 W orV ’would

check for equivalentstates. W e callthe algorithm after this

second reduction Equiv+ .

3. Thethird reduction ism adeto elim inate redundanttran-

sitions. To achieve this reduction we add ag check before

invoking forw ard,such as stateFlag. The ag is set to 1

when the stim ulifor that speci�c state have been applied.

W ecallthealgorithm afterthethird reduction thereduced

algorithm .

C. Com plexity analysis offorward search for PIM -DM

The num ber of reachable states visited, the num ber of

transitions and the num ber oferroneous states found were

recorded. The resultis given in Figures 10,11,12,13. The

reduction isthe ratio ofthe num bersobtained using the ex-

haustive algorithm to those obtained using the reduced al-

gorithm .

Thenum berofexpanded statesdenotesthenum berofvis-

ited stable states and is m easured sim ply as the num ber of

statesin thesetV in ‘ExpandSpace’procedure.Thenum ber

offorwards is the num ber oftim es the ‘forward’procedure

wascalled denoting thenum beroftransitionsbetween stable

states. The num ber oftransitions is the num ber ofvisited

transientstatesthatare increased with every new state vis-

ited in the ‘forward’procedure. The num beroferror states

is the num ber ofstable (or expanded) states violating the

correctnessconditions.

The num ber oftransitions is reduced from O (4
n
) for the

exhaustive algorithm to O (n4) for the reduced algorithm .

This m eans thatwe have obtained exponentialreduction in

com plexity,asshown in Figure 14.
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R eduction ratio from exhaustive to the reduced algorithm

III. FO T G A lgorithms

Thisappendix includespseudo-code forproceduresim ple-

m enting the fault-oriented test generation (FO TG ) m ethod
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presented in Section V. In addition,it includes detailed re-

sultsofourcase study to apply FO TG to PIM -D M .

A. Pre-Conditions

The procedure described below takes as input the set of

post-conditions for the FSM stim uli and genrates the set

of pre-conditions. The ‘conds’ array contains the post-

conditions(i.e.,the e�ectsofthestim ulion thesystem )and

is indexed by the stim ulus. The ‘stim ulus’function returns

the stim ulus(ifany)ofthe condition.The ‘transition’func-

tion returnsthe transition orstate ofthe condition
30
. The

pre-conditionsare stored in an array ‘preC onds’indexed by

the stim ulus.

P reC on d ition sf

8 stim 2 �

8 con d 2 con ds[stim ]f

s = stim ulus(con d);

t = transition(con d);

add t:stim to preC on ds[s];

g

g

B. Dependency Table

The ‘dependencyTable’ procedure generates the depen-

dency table depTable from the transition table ofconditions

conds.

d ep en d en cy T ab lef

8 stim 2 �

8 con d 2 con ds[stim ] f

en dS tate = end(con d);

startS tate = start(con d);

add startS tate:stim to depT able[en dS tate];

g

g

Foreach state s,thatisendState ofa transition,a setof

startState { stim ulus pairs leading to the creation ofs is

stored in thedepTablearray.Fors2 I:S:a sym boldenoting

initialstate is added to the array entry. For ourcase study

I:S:= fN M ;E U g.

C. Topology Synthesis

The following procedure synthesizes m inim um topologies

necessary to trigger the various stim uliofthe protocol. It

perform sthe third and forth stepsofthe topology synthesis

procedure explained in Section V-B.

b u ild M in T op os(stim )f

8 con d 2 preC on ds[stim ]f

st = end(con d);

stm = stim ulus(con d);

if type(stm ) = orig

30If there’s a state in the condition,this m ay be view ed as state ! state

transition,i.e.,transition to the sam e state.

add st to M in T opos[stim ];

else f

if 69 T opo(stm )

buildM inT opos(stm );

8 topo 2 M in T opos[stim ]

add st to M in T opos[stim ];

g

g

g

D. Backward Search

The‘Backward’procedurecallsthe‘Rewind’procedureto

perform thebackward search.A setofvisited statesV iskept

to avoid looping. For each state in G State possible back-

ward im plications are attem pted to obtain valid backward

steps toward initialstate. ‘Backward’is called recursively

for preceding states as a depth �rst search. Ifallbackward

branchesare exhausted and no initialstate was reached the

state isdeclared unreachable.

B ack w ard (G S tate)f

if G S tate 2 V

return loop

add G S tate to V

8 s 2 G S tatef

bkw ds = depT able[s];

8 bk 2 bkw dsf

N ew = R ew ind(bk,G S tate,s);

if N ew = done

break;

else

B ackw ard(N ew );

g

g

if all states are done

return reached

else

return unreachable

g

The ‘Rewind’ procedure takes the global state one

step backward by applying the reverse transition rules.

‘replace(s,st,G State)’replaces s in G State with st and re-

turns the new global state. D epending on the stim ulus

type ofthe backward rule bk,di�erentstates in G State are

rolled back. For orig and dst only the originator and des-

tination of the stim ulus is rolled back, respectively. For

m cast,alla�ected states are rolled back except the origi-

nator. m castD ownstream is sim ilar to m cast except that

alldownstream routers orstates are rolled back,while only

one upstream router(the destination)isrolled back.

R ew in d (bk,G S tate,s)f

if bk 2 I:S :

return done;

stim = stim ulus(bk);

st = start(bk);

if type(stim ) = orig f
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Total Average

Backwards Rewinds BackTracks  Backwards Rewinds BackTracks

Unreachable (6) 223 586 293 37.16 97.6 48.8

Reachable (16) 23030 61212 31736 1439 3825 1983

Total (22) 23253 61798 32029 1057 2809 1455

Fig.15

C ase study statistics for applying FO T G to PIM -D M

N ew = replace(s,st,G S tate);

return N ew ;

g

8 con d 2 precon ds[stim ] &

w hile src not found f

str = start(con d);

if str 2 G S tate

src found

g

if src not found

return backT rack;

if type(stim ) = dst f

N ew = replace(s,st,G S tate);

if checkM inT opo(N ew ,stim )

return N ew ;

else

return backT rack;

if not checkC onsistency(stim ,G S tate)

return backT rack;

N ew = G S tate;

if type(stim ) = m cast

8 con d 2 con ds[stim ]

if end(con d) 2 G S tate & not src

N ew = replace(end,start,G State);

if type(stim ) = m castD ow n stream

8 con d 2 con ds[stim ]

if end(con d) 2 G S tate & not u pstream

N ew = replace(end,start,G State);

else if en d 2 G S tate & u pstream

N ew = replace(end,start,G State) once;

if checkM inT opo(N ew ,stim )

return N ew ;

else

return backT rack;

g

Thefollowing procedurechecksforconsistency ofapplying

stim to G State.

ch eck C on sisten cy (stim ,G S tate)f

8 con d 2 con ds[stim ] & con d has transition

if start(con d) 2 G S tate

return False;

else

return T rue;

g

Thefollowing procedurechecksifG Statecontainsthenec-

essary com ponentsto triggerthe stim ulus.

ch eck M in T op o(G S tate,stim )f

if 9 M in T opos[stim ] � G S tate

return T rue;

else

return False;

g

E. Sim ulation results

W e have conducted a case study ofPIM -D M analysis us-

ing FO TG .A totalof22 topologieswere autom atically con-

structed using as faults the selective loss of Join/Prune,

G raft,and Assertm essages. O utofthe constructed topolo-

gies(orglobalstates)6wereunreachableglobalstatesand 16

werereachable.Thestatisticsforthetotaland averagenum -

berofbackward calls,rewind callsand backtracksisgiven in

Figure 15.

Although the topology synthesisstudy we have presented

above is not com plete,we have covered a large num ber of

corner cases using only a m anageable num ber oftopologies

and search steps.

To obtain a com plete representation ofthe topologies,we

suggest to use the sym bolic representation
31

presented in

Section III. Based on our initialestim ates we expect the

num ber ofsym bolic topology representations to be approx-

im ately 224 topologies, ranging from 2 to 8-router LAN

topologies,forthesingle selective lossand single crash m od-

els.

F. Experim entalstatistics for PIM -DM

To investigatetheutility ofFO TG asa veri�cation toolwe

ran thissetofsim ulations.Thisisnot,however,how FO TG

isused to study protocolrobustness(seeprevioussection for

case study analysis).

W ealso wanted tostudy thee�ectofunreachablestateson

the com plexity ofthe veri�cation. The sim ulations for our

case study show that unreachable states do not contribute

in a signi�cant m anner to the com plexity ofthe backward

search forlargertopologies.Hence,in orderto useFO TG as

a veri�cation tool,itisnotsu�cientto add the reachability

detection capability to FO TG .

The backward search was applied to the equivalent error

states(forLANswith 2 to 5 routersconnected).Thesim ula-

tion setup involved acalltoaproceduresim ilarto‘EquivInit’

in Appendix II-B,with the param eter S as the set ofstate

31W e have used the repetition constructs ‘0’,‘1’,‘*’.



24

                                            Backwards

                  total                   average

 all states Reachable Unreachable all states  Reachable Unreachable

280 64 216 10.77 7.111 12.71

3965 1056 2909 38.12 37.71 38.28

58996 30694 28302 180.4 383.7 114.6

899274 612009 287265 1021 3255 414.5

                      Number of calls to Backward()

                                              Rewinds

                   total                  average

all states Reachable Unreachable all states Reachable Unreachable

471 116 355 18.12 12.89 20.88

8309 2379 5930 79.89 84.96 78.03

134529 71954 62575 411.4 899.4 253.3

2067426 1414365 653061 2347 7523 942.4

                            Number of calls to Rewind()

                                            BackTracks

                     total                   average

all states Reachable Unreachable all states Reachable Unreachable

163 30 133 6.269 3.333 7.824

3459 946 2513 33.26 33.79 33.07

60321 32684 27637 184.5 408.6 111.9

950421 656028 294393 1079 3490 424.8

                                  Number of back tracks

for Error states

Fig.16

Simulation statistics for backward algorithms

sym bols,and afteran errorcheck wasdone a callism ade to

the ‘Backward’procedure instead of‘ExpandSpace’.

Stateswereclassi�ed asreachableorunreachable.Forthe

fourtopologiesstudied (LANswith 2 to 5 routers)statistics

were m easured (e.g.,m ax,m in,m edian,average,and total)

for num ber ofcalls to the ‘Backward’and ‘Rewind’proce-

dures, and the num ber of backTracks were m easured. As

shown in Figure 16,thestatisticsshow that,asthetopology

grows, allthe num bers for the reachable states get signif-

icantly larger than those for the unreachable states (as in

Figure 17),despite the fact that thatthe percentage ofun-

reachable statesincreaseswith the topology asin Figure 18.

The reason for such behavior is due to the fact that when

thestateisunreachablethealgorithm reachesa dead-end rel-

atively early (by exhausting one branch ofthe search tree).

However,forreachablestates,thealgorithm keepson search-

ing untilit reaches an initialglobalstate. Hence the reach-

ablestatessearch constitutesthem ajorcom ponentthatcon-

tributesto the com plexity ofthe algorithm .

G . Results

W ehaveim plem ented an early version ofthealgorithm in

theNS/VINT environm ent(seehttp://catarina.usc.edu/vint)

and used itto drivedetailed sim ulationsofPIM -D M therein,

to verify our�ndings.In thissection wediscusstheresultsof

applying ourm ethod to PIM -D M .Theanalysisisconducted

forsingle selective m essage loss.

Forthe following analyzed m essages,we presentthe steps

fortopology synthesis,forward and backward im plication.
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C omplexity of the FO T G algorithm for error states
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Percentage of reachable/unreachable error states using FO T G

G .1 Join

Following are the resulting stepsforjoin loss:

http://catarina.usc.edu/vint
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S y n th esizin g th e G lob al S tate

1. Set the inspected m essage to J oin

2. T he startS tate of the post-condition is F dst D el = ) G I = fF j D elg

3. T he state of the pre-condition is N H i = ) G I = fN H i;F j D elg

4. T he stim ulus of the pre-condition is P ru n e. Set the inspected m essage

to P ru n e

5. T he startS tate of the post-condition is F j w hich can be im plied from

F j D el in G I

6. T he state of the pre-condition is N C k = ) G I = fN H i;F j D el;N C k g

7. T he stim ulus of the pre-condition is L . Set the inspected m essage to L

8. T he startS tate of the post-condition is N H w hich can be im plied from

N C in G I

9. T he state of the pre-condition is E x t, an external event

F orw ard im p lication

w ithout loss: G I = fN H i;F j D el;N C k g
J oin
� ! G I+ 1 = fN H i;F j;N C k g

correct state

loss w .r.t. R j: fN H i;F j D el;N C k g
D el
� ! G I+ 1 = fN H i;N F j;N C k g

error state

B ack w ard im p lication

G I = fN H i;F j D el;N C k g
P ru n e
 � G I� 1 = fN H i;F j;N C k g

F P kt
 �

G I� 2 = fM i;F j;N M k g
S P kt
 � G I� 3 = fM i;E U j;N M k g

H Ji
 � G I� 4 =

fN M i;E U j;N M k g = I:S :

Losing the Join by the forwarding router R j leads to an

error state where router R i is expecting packets from the

LAN,butthe LAN hasno forwarder.

G .2 Assert

Following are the resulting stepsforthe Assertloss:

S y n th esizin g th e G lob al S tate

1. Set the inspected m essage to A ssert

2. T he startS tate of the post-condition is F j = ) G I = fF jg

3. T he state of the pre-condition is F i = ) G I = fF i;F jg

4. Stim ulus of pre-condition is F P ktj. Set inspected m essage to F P ktj

5. T he startS tate of the post-condition is E U i, im plied from F i in G i

6. T he state of the pre-condition is F j, already in G I

7. Stim ulus of pre-condition is S P ktj. Set inspected m essage to S P ktj

8. T he startS tate of the post-condition is N F j, im plied from F j in G I

9. T he stim ulus of the pre-condition is E x t, an external event

F orw ard Im p lication

G I = fF i;F jg
A sserti

� ! G I+ 1 = fF i;N F jg error

B ack w ard Im p lication

G I = fF i;F jg

F P ktj
 � G I� 1 = fE U i;F jg

S P ktj
 � G I� 2 = fE U i;E U jg = I:S :

The error in the Assertcase occurs even in the absence

ofm essage loss. This error occurs due to the absence ofa

prune to stop the ow ofpackets to a LAN with no down-

stream receivers. This problem occurs for topologies with

G I = fFi;Fj;:::;Fkg,asthatshown in Figure 19.

G .3 G raft

Following are the resulting stepsforthe G raftloss:

LAN

Source

Fi Fj Fk. . .

Fig.19

A topology having a fFi;Fj;:::;Fk g LA N

S y n th esizin g th e G lob al S tate

1. Set the inspected m essage to G raf tR cv

2. T he startS tate of the post-condition is N F = ) G I = fN F g

3. the en dS tate of the pre-condition is N H R tx = ) G I = fN F ;N H R tx g

4. T he stim ulus of the pre-condition is G raf tT x

5. T he startS tate of the post-condition is N H , im plied from N H R tx in G I

6. the en dS tate of the pre-condition is N H w hich m ay be im plied

7. the stim ulus of the pre-condition is H J , w hich is E x t (external)

F orw ard Im p lication

w ithout loss: G I = fN H ;N F g
G raf tT x

� ! G I+ 1 = fN H R tx ;N F g

G raf tR cv
� ! G I+ 2 = fN H R tx ;F g

G A ck
� ! G I+ 3 = fN H ;F g correct state

w ith loss of G raf t: G I = fN H ;N F g
G raf tT x

� ! G I+ 1 = fN H R tx ;N F g
T im er
� !

G I+ 2 = fN H ;N F g
G raf tT x

� ! G I+ 3 = fN H R tx ;N F g
G raf tR cv

� !

G I+ 4 = fN H R tx ;F g
G A ck
� ! G I+ 5 = fN H ;F g correct state

W e did notreach an errorstate when the G raftwaslost,

with non-interleaving externalevents.

H. Interleaving events and Sequencing

A G raft m essage is acknowledged by the G raft� Ack

(G Ack)m essage,and ifnotacknowledged itisretransm itted

when theretransm ission tim erexpires.In an attem ptto cre-

atean erroneousscenario,thealgorithm generatessequences

tocleartheretransm ission tim er,and insertan adverseevent.

Since the G raftreception causesan upstream routerto be-

com e a forwarder for the LAN,the algorithm interleaves a

Leave event as an adversary event to cause that upstream

routerto becom e a non-forwarder.

Tocleartheretransm ission tim er,thealgorithm insertsthe

transition (N H
G A ck
 � N H R tx)in the eventsequence.

Forw ard Im plication

G I = fN H ;N F g
G raftT x
�! G I+ 1 = fN H R tx;N F g

G A ck
�!

G I+ 2 = fN H ;N F g errorstate.

B ackw ard Im plication:

Using backward im plication,we can constructa sequence

ofeventsleading to conditionssu�cientto triggertheG Ack.

From thetransition tabletheseconditionsarefN H R tx;F g
32
:

G I = fN H ;N F g
H J
 � G I� 1 = fN C;N F g

D el
 � G I� 2 =

32W e do not show allbranching or backtracking steps for sim plicity.
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fN C;FD elg
P rune
 � G I� 3 = fN C;F g

L
 � G I� 4 =

fN H R tx;F g.

To generate the G Ack we continue the backward im plica-

tion and attem ptto reach an initialstate:

G I� 4 = fN H R tx;F g
G raftR cv
 � G I� 5 = fN H R tx;N F g

G raftT x
 �

G I� 6 = fN H ;N F g
H J
 � G I� 7 = fN C;N F g

D el
 � G I� 8 =

fN C;FD elg
P rune
 � G I� 9 = fN C;F g

F P kt
 � G I� 10 =

fN M ;F g
S P kt
 � G I� 11 = fN M ;E U g = I:S:

Hence,when a G raftfollowed by a P rune is interleaved

with the G raft loss,the retransm ission tim er is reset with

the receiptoftheG Ack forthe �rstG raft,and the system s

endsup in an errorstate.
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