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Abstractl

The recent grow th of the Internet and its increased het-
erogeneity have increased the com plexity of netw ork proto-
col design and testing. In addition, the advent of m ultipoint
(m ulticast-based) applications has introduced new challenges
that are qualitatively di erent in nature than the traditional
point-to-point protocols. M ultipoint app lications typically in-—
volve a group of participants sim ultaneously, and hence are
inherently m ore com plex. A s m ore multipoint protocols are
com ing to life, the need for a system atic m ethod to study
and evaluate such protocols is becom ing m ore apparent. Such
m ethod aim s to expedite the protocoldevelopm ent cycle and
im prove protocol robustness and perform ance.

In this paper, we present a new m ethodology for develop—
ing system atic and autom atic test generation algorithm s for
m ultipoint protocols. T hese algorithm s attem pt to synthesize
netw ork topologies and sequences of events that stress the
protocol’s correctness or perform ance. This problem can be
view ed as a dom ain-speci ¢ search problem that su ers from
the state space explosion problem . O ne goalofthis work is to
circum vent the state space explosion problem utilizing know 1-
edge ofnetw ork and fault m odeling, and m ultipoint protocols.
T he tw o approaches investigated in this study are based on for—
ward and backward search technigques. W e use an extended

nite state m achine (FSM ) m odel of the protocol. The rst
algorithm uses forw ard search to perform reduced reachabil-
ity analysis. U sing dom ain-speci ¢ inform ation for m ulticast
routing over LA N s, the algorithm com plexity is reduced from
exponentialto polynom ialin the num ber of routers. T his ap—
proach, how ever, does not fully autom ate topology synthesis.
T he second algorithm , the fault-oriented test generation, uses
backw ard search for topology synthesis and uses backtracking
to generate event sequences instead of searching forw ard from
initial states.

U sing these algorithm s, we have conducted studies for cor-
rectness of the m ulticast routing protocolP IM .W e propose to
extend these algorithm s to study end-to-end m ultipoint pro-
tocols using a virtual LAN that represents delays of the un-
derlying m ulticast distribution tree.

I. Introduction

N etw ork protocols are becom Ing m ore com plex w ith the
exponential grow th of the Intemet, and the introduction of
new services at the network, transport and application lev—
els. In particular, the advent of IP m ulticast and the M Bone
enabled applications ranging from m ultiplayer gam es to dis—
tance lreaming and teleconferencing, am ong others. To date,
little e ort has been exerted to form ulate system atic m eth-
ods and tools that aid in the design and characterization of
these protocols.

In addition, researchers are cbserving new and obscure, yet
alltoo frequent, ailure m odes over the Intemets E_l:] @I]. Such
failires are becom ing m ore frequent, m ainly due to the in-
creased heterogeneity of technologies, Interconnects and con—

guration of various network com ponents. D ue to the syn—
ergy and interaction between di erent netw ork protocols and
com ponents, errors at one layerm ay lad to failures at other

Jayers of the protocol stack. Furthem ore, degraded perfor-
m ance of low level netw ork protocolsm ay have ripple e ects
on end-to-end protocols and applications.

N etw ork protocol errors are often detected by application
failire or perform ance degradation. Such errors are hardest
to diagnose when the behavior is unexpected or unfam iliar.
Even if a protocol is proven to be correct in isolation, its
behavior m ay be unpredictable in an operational network,
where Interaction w ith other protocols and the presence of
failires may a ect is operation. P rotocol errors m ay be
very costly to repair if discovered after deploym ent. Hence,
endeavors should be m ade to capture protocol aw s early in
the design cycle before deploym ent. To provide an e ective
solution to the above problem s, we present a fram ework for
the system atic design and testing ofm ulticast protocols. T he
fram ew ork integrates test generation algorithm s w ith sin u-
Jation and in plem entation. W e propose a suie of practical
m ethods and tools for autom atic test generation for netw ork
protocols.

M any researchers t_i‘] Ié] have developed protocol veri ca-
tion m ethods to ensure certain properties of protocols, lke
freedom from deadlocks or unspeci ed receptions. M uch of
thiswork, however, was based on assum ptions about the net-
work conditions, that m ay not always hold in today’s Inter-
net, and hence m ay becom e invalid. O ther approaches, such
as reachability analysis, attem pt to check the protocol state
space, and generally su er from the state explosion’ problem .
Thisproblem isexacerbated w ith the increased com plexity of
the protocol. M uch ofthe previouswork on protocolveri ca—
tion targets correctness. W e target protocolperform ance and
robustness in the presence of network failures. In addition,
we provide new m ethods for studying m ulticast protocols and
topology synthesis that previous works do not provide.

W e investigate two approaches for test generation. The

rst approach, called the fault-independent test generation,
uses a forward search algorithm to explore a subset of the
protocolstate space to generate the test eventsautom atically.
State and faul equivalence relations are used in thisapproach
to reduce the state space. The second approach is called
the fault-oriented test generation, and uses a m ix of orward
and backw ard search technigques to synthesize test events and
topologies autom atically.

W e have applied these m ethods to m ulticast routing. O ur
case studies revealed severaldesign errors, for which we have
form ulated solutions w ith the aid of this system atic process.

W e further suggest an extension of the m odel to include
end-to-end delays using the notion of virtual LAN . Such ex—
tension, in conjinction with the fault-oriented test genera—
tion, can be used for perform ance evaluation of end-to-end
m ultipoint protocols.

The rest of this docum ent is organized as follows. Sec—
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tion y_?li presents related work in protocol veri cation, con-—
orm ance testing and VLSI chip testing. Section I} intro-
duces the proposed fram ework, and system de nition. Sec—
tions -IIi :IV-, :V present the search based approaches and
problem com plexity, the fault-independent test generation
and the fault-oriented test generation, respectively. Sec—
tion i\/ II concludes :l.
M uJJ:lcast R outJng O verview

M ulticast protocols are the class of protocols that support
group com m unication. M ulticast routJng pxotoco]s include,
DVMRP B}, MOSPF ], PIM DM [i], CBT ], and PM -
SM [Si] M ulticast routing ain s to deliver packets e CJent]y

to group m em bers by establishing distrbution trees. F Jgure-];
show s a very sin ple exam ple ofa source S sending to a group

of receivers R ;.
S
R1

R3

RS R4

S: sender to the group
Ri: receiver i of the group

Fig.1
E stablishing multicast delivery tree

M ulticast distribbution trees m ay be established by either
broadcast-and-prune or explicit pin protocols. In the fomm er,
such asDVM RP orPIM DM , am ulicast packet isbroadcast
to all leaf subnetw orks. Subnetw orks w ith no localm em bers
for the group send prune m essages tow ards the source(s) of
the packets to stop fiirther broadcasts. Link state protocols,
such as M O SPF, broadcast m em bership inform ation to all
nodes. In contrast, n explicit pin protocols, such as CBT

or PIM -SM , routers send hop-by-hop jin m essages for the
groups and sources for which they have localm em bers.

W e conduct robustness case studiesforPIM DM .W e arepar-
ticularly interested in multicast routing protocols, because
they are vulnerable to failure m odes, such as selective loss,
that have not been traditionally studied in the area of pro—
tocol design.

Form ost m ulticast protocols, when routers are connected via
a multiaccess network (or LAN )E:, hop-by-hop m essages are
m ulticast on the LAN , and m ay experience selective loss; ie

m ay be received by som e nodes but not others. The lkeli-
hood of selective loss is increased by the fact that LAN s often

W e include appendices for com pleteness.

°W e use the term LAN to designate a connected netw ork w ith respect to
IP -m ulticast. T his includes shared m edia (such asE thernet, or FD D I), hubs,
sw itches, etc.

contain hubs, bridges, sw itches, and other netw ork devices.
Selective lossm ay a ect protocol robustness.

Sin ilarly, end-to-end multicast protocols and applications
m ust dealw ith situations of selective loss. Thisdi erentiates
these applications m ost clearly from their unicast counter-
parts, and raises interesting robustness questions.

O ur case studies illustrate why selective loss should be con—
sidered when evaluating protocol robustness. T his lesson is
likely to extend to the design of higher layer protocols that
operate on top of multicast and can have sim ilar selective
Joss.

II. Framew ork Overview

P rotocolsm ay be evaluated for correctness or performm ance.
W e refer to correctness studies that are conducted in the ab—
sence of netw ork failures as veri cation. In contrast, robust—
ness studies consider the presence of network failires (such
as packet loss or crashes). In general, the robustness of a
protocol is its ability to respond correctly in the face of net-
work com ponent failires and packet loss. T his work presents
a m ethodology for studying and evaluating m ulticast proto—
cols, speci cally addressing robustness and perform ance is—
sues. W e propose a fram ew ork that integrates autom atic test
generation as a basic com ponent for protocol design, along
w ith protocolm odeling, sin ulation and im plem entation test-
ing. The m apr contrbution of this work lies in developing
new m ethods for generating stress test scenarios that target
robustness and correctness violation, or worst case perfor-
m ance.

Instead of studying protocol behavior in isolation, we in—
corporate the protocol m odel w ith network dynam ics and
failires in order to revealm ore realistic behavior of protocols
in operation.

T his section presents an overview ofthe fram ework and its
constituent com ponents. The m odel used to represent the
protocol and the system is presented along w ith de nitions
of the tem s used.

O ur fram ework integrates test generation w ith sim ulation
and in plem entation code. It is used for System atic T esting
of R obustmess by Evaluation of Synthesized Scenarios
(STRESS).A sthe nam e In plies, system aticm ethods for sce—
nario synthesis are a core part of the framework. W e use
the term scenarios to denote the test—suite consisting of the
topology and events.

T he input to this fram ework is the speci cation of a pro—
tocol, and a de nition of its design requirem ents, in tem s of
correctness or perform ance. U sually robustness is de ned in
tem s of network dynam ics or fault m odels. A fault m odel
represents various com ponent fauls; such as packet loss, cor-
ruption, re-ordering, orm achine crashes. T he desired output
is a set of testsuites that stress the protocol m echanism s
according to the robustness criteria.

As shown in Figure 4, the STRESS fram ework inclides
test generation, detafled sin ulation driven by the synthesized
tests, and protocol im plem entation driven through an em u-
Jation interface to the simulator. In this work we focus on
the test generation (T G) com ponent.
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Fig.2
The STRESS framew ork

A . Test G eneration

T he core contribution of our work lies in the developm ent
of system atic test generation algorithm s for protocol robust—
ness. W e investigate two such algorithm s, each using a dif-
ferent approach.

In generaltest generation m ay be random or detemm inistic.
G eneration of random tests is sin ple but a large set of tests
is needed to achieve a high m easure of error coverage. D eter—
m Inistic test generation (TG ), on the other hand, produces
tests based on a m odel of the protocol. T he know ledge built
nto the protocol m odel enables the production of shorter
and higherquality test sequences. D eterm inistic TG can be:
a) fault-independent, orb) Ault-oriented. Fault-independent
TG works without targeting individual faults as de ned by
the fault m odel. Such an approach may em ploy a forward
search technique to inspect the protocol state space (or an
equivalent subset thereof), after integrating the fault into the
protocolm odel. In this sense, £ m ay be considered a variant
of reachability analysis. W e use the notion of equivalence
to reduce the search com plexity. Section :IVI describes our
faul-independent approach.

In contrast, fault-oriented tests are generated for speci ed
faults. Fault-oriented test generation starts from the faul
(eg. a Jost m essage) and synthesizes the necessary topology
and sequence of events that trigger the error. T his algorithm
uses a m ix of forward and backward searches. W e present
our fault-oriented algorithm in Section V|.

W e conduct case studies for the m ulticast routing proto—
colPIM -DM to illustrate di erencesbetw een the approaches,
and provide a basis for com parison .

In the rem ainder of this section, we describe the system
m odeland de nition.

B. The system m odel

W ede neourtarget system In tem sofnetwork and topol-
ogy elem ents and a faul m odel

B .1 E lem ents of the netw ork

E Jlem ents of the netw ork consist ofm ulticast capable nodes
and bidirectional sym m etric links. N odes run sam e m uli-
cast routing, but not necessarily the sam e unicast routing.
The topology is an N -router LAN m odeled at the network
level; we do not m odelthe M AC layer.

For end-to-end perform ance evaluation, the m ulticast dis—
trdbution tree is abstracted out asdelaysbetw een end system s
and pattems of loss for the m ulticast m essages. C ascade of
LAN soruniform topologies are addressed in future research.

B 2 The fault m odel

W edistinguish between the tem serror and faul. A n error
is a fajlure of the protocol as de ned in the protocol design
requirem ent and speci cation. For exam pl, duplication in
packet delivery is an error for m ulticast routing. A faul is
a low level (eg. physical layer) anom alous behavior, that
may a ect the behavior of the protocol under test. Note
that a fault m ay not necessarily be an error for the low level
protocol.

The fault model m ay include: (@) Loss of packets, such
as packet loss due to congestion or link failires. W e take
into consideration selective packet loss, where a m ulticast
packet m ay be received by som e m em bers of the group but
not others, (b) Loss of state, such asm ulticast and/orunicast
routing tables, due to m achine crashes or Insu clent m em —
ory resources, (c) The delay m odel, such as transm ission,
propagation, or queuing delays. For end-to-end m ulticast
protocols, the delays are those of the m ulticast distrdbution
tree and depend upon the multicast routing protocol, and
(d) Unicast routing anom alies, such as route inconsistencies,
oscillations or apping.

U sually, a fault m odel is de ned In conjunction w ith the
robustness criteria for the protocol under study. For our
robustness studies we study PIM . T he designing robustness
goal for PIM is to be abl to recover gracefully (ie. with-
out going into erroneous stable states) from single protocol
m essage loss. That is, being robust to a single m essage loss
In plies that transitions cause the protocolto m ove from one
correct stable state to another, even in the presence of se—
Jective m essage loss. In addition, we study PIM protocol
behavior in presence of crashes and route inconsistencies.

C . Test Sequence D e nition

A faulm odelm ay include a single fault orm ultiple Auls.
For our robustness studies we adopt a single-faul m odel,
where only a single fault m ay occur during a scenario or a

test sequence.
W ede netwo sequences, T =< ejjez;iii;e, > and T°
er;ex;ii;ey;f;e0;:05en >, wheree; isan event and £ isa

faul. Let P (;T) be the sequence of states and stim uli of
protocol P under test T starting from the initial state g.
T is a test sequence if nalP (g;T O) is incorrect; ie. the
stable state reached after the occurrence of the fault does
not satisfy the protocolcorrectness conditions (see Section :II+
:_E.) rrespective of P (;T ). In case of a fault-free sequence,



where T = TY, the error is attrbuted to a protocol design
error. W hereaswhen T 6 TO, and nalP (g;T) is correct,
the error is m anifested by the faul. This de nition ignores
transient protocolbehavior. W e are only concemed w ith the
stable (ie. non-transient) behavior of a protocol

D . Test Scenario

A test scenario is de ned by a sequence of (hos't'i) events, a
topology, and a faul m odel, as shown In Figure 3.

Topology

random

regular topol ogi

LAN

Events
acket loss t — —1
pcrash&s trigdered tifed interleaved

routin
anomali

Faults

Fig.3
T est pattern dimensions

T he events are actions perfom ed by the host and act as
Input to the system ; for exam ple, pin, leave, or send packet.
T he topology is the routed topology of set ofnodes and links.
T he nodes run the set of protocols under test or other sup—
porting protocols. The links can be either point-to-point
links or LAN s. Thism odelm ay be extended later to repre-
sent various delays and bandw idths b_egﬂeen pairs of nodes,
by using a virtual LAN m atrix (see @Q]) . The faulk m odel
used to ingct the faul into the test. A ccording to our single—
m essage lossm odel, or exam ple, a aul m ay denote the Joss
ofthe second m essage oftype prune traversing a certain link’.
K now ing the location and the triggering action of the fault
is in portant in analyzing the protocolbehavior.

E . Brief description of PIM -DM

For our robustness studies, we apply our autom atic test
generation algorithm s to a version of the P rotocol Indepen—
dent M ulticast-D ense M ode, or PIM DM . The description
given here is usefil for Sections :_II_‘I through :y: .

PIM DM usesbroadcast-and-prune to establish the m uli-
cast distrbution trees. In thism ode of operation, a m ulticast
packet isbroadcast to all lrafsubnetw orks. Subnetw orksw ith
no localm em bers send prune m essages tow ards the source (s)
of the packets to stop fiirther broadcasts.

Routersw ith new m em bers pining the group trigger G raft
m essages tow ards previously pruned sources to re-establish
the branches of the delivery tree. G raft m essages are ac—
know ledged explicitly at each hop using the G raft-Ack m es—
sage.

PIM DM uses the underlying unicast routing tables to get
the next-hop inform ation needed for the RPF (reverse-path-
forw arding) checks. Thism ay lad to situations where there
are multiple forwarders for a LAN . The A ssert m echanisn
prevents these situations and ensures there is at m ost one
forwarder fora LAN .

T he correct finction ofa m ulticast routing protocolin gen—
eral, is to deliver data from senders to group m em bers (only
those that have pined the group) w thout any data loss. For
our m ethods, we only assum e that a correctness de nition
is given by the protocol designer or speci cation. For illis—
tration, we discuss the protocol errors and the correctness
conditions.

EJ1 PIM P rotocolE rrors

In this study we target protocol design and speci cation
errors. W e are interested m ainly In erroneous stable (ie.
non-transient) states. In general, the protocol errors m ay
be de ned in tem s of the end-to-end behavior as functional
correctness requirem ents. In our case, forPIM DM , an error
m ay m anifest itself in one of the follow ing ways:

1) black holes: consecutive packet loss between periods of
packet delivery, 2) packet looping: the sam e packet traverses
the sam e set of links muliple tin es, 3) packet duplication:
multiple copies of the sam e packet are received by the sam e
receiver(s), 4) Jpin latency: lack of packet delivery after a
receiver pins the group, 5) leave latency: unnecessary packet
delivery after a receiver leaves the group 5, and 6) wasted
bandw idth: unnecessary packet delivery to network links that
do not lead to group m em bers.

E 2 Correctness C onditions

W e assum e that correctness conditions are provided by the
protocol designer or the protocol speci cation. T hese condi-
tions are necessary to avoid the above protocol errors in a
LAN environm ent, and include e

1. Ifone (orm ore) ofthe routers is expecting to receive pack—
ets from the LAN , then one other routerm ust be a forw arder
forthe LAN .V iolation ofthis condition m ay lead to data loss
(eg. pin latency orblack holes).

2. The LAN must have at m ost one orwarderata tine. V i~
olation ofthis condition m ay lead to data packet duplication.
3. The delivery tree m ust be loop—free:

(@) Any router should accept packets from one incom ing in—
terface only for each routing entry. T his condition isenforced
by the RPF (Reverse Path Forwarding) check.

() The underlying unicast topology should be loop-free 5 .
V iolation of this condition m ay lad to data packet looping.
4. Ifone ofthe routers is a forw arder for the LAN , then there
m ust be at least one router expecting packets from the LAN s.
V iolation of this condition m ay lead to leave latency.

IIT. Search-based A pproaches

The problem of test synthesis can be viewed as a search
problem . By searching the possible sequences of events and

3Join and leave latencies m ay be considered in other contexts as perfor—
m ance issues. H ow ever, in our study we treat them as errors.

4These are the correctness conditions for stable states; i.e. not during
transients, and are de ned in termm s of protocol states (as opposed to end
point behavior).

The m apping from functional correctness requirem ents for m ulticast rout-
ing to the de nition in temm s of the protocolm odel is currently done by the
designer. The autom ation of this process is part of future research.

5Som e esoteric scenarios of route apping m ay lead to m ulticast loops, in
spite of RPF checks. Currently, our study does not address this issue, as it
does not pertain to a localized behavior.



faults over network topologies and checking for design re—
quirem ents (either correctness or perform ance), we can con—
struct the test scenarios that stress the protocol. H owever,
due to the state space explosion, techniques m ust be used
to reduce the com plxiy of the space to be searched. W e
attem pt to use these technigues to achieve high test quality
and protocol coverage.

Follow ing we present the GFSM m odel for the case study
protocol PIM DM ), and use it as an illustrative exam ple
to analyze the com plexity of the state space and the search
problem , aswellas illustrate the algorithm ic details and prin—
cples nvolved In FITG and FOTG .

A . The P rotocol M odel

W e represent the protocolasa nite statem achine (FSM )
and the overallLAN system by a globalFSM (GFSM ).

I.FSM m odel: Every instance of the protocol, running on
a single router, is m odeled by a detem inistic FSM consist—
Ing of: (i) a set of states, (i) a set of stin uli causing state
transitions, and (iii) a state transition function (ortabl) de—
scrbing the state transition rules. For a system i, this is
represented by the machineM ; = (S; i; i), where S is a
nite set of state symbols, ; is the set of stinuli, and ; is
the state transition finction S ;! S.

II. G bkalFSM model: The global state is de ned as the
com position of individual router states. The output m es—
sages from one router m ay becom e input m essages to other
routers. Such interaction is captured by the GFSM m odel in
the global transition table. The behavior ofa system with n
routers m ay be described by M ¢ = (Sg; 7 ¢), where Sg :
Sn is the global state space, ¢ : ; Is the

i=1
set of stim uli, and ¢ is the global state transition fiinction
SG G ' SG .

The faul m odel is Integrated into the GFSM m odel. For
m essage loss, the transition caused by the m essage is either
nulli ed orm odi ed, depending on the selective loss pattem.
C rashesm ay be treated as stin ulicausing the routersa ected
by the crash to transit into a crashed state,i. Network de—
lays are m odeled (w'h_er_l needed) through the delay m atrix
presented in Section W If.

S1 S

B.PIM DM M odel

Follow ing is them odelofa sim pli ed version ofPIM DM .

Bl FSM modelM ;= (Si; i; i)

For a given group and a given source (ie. for a speci c
source-group pair), we de ne the statesw rt. a speci cLAN
to which the router R; is attached. For exam ple, a state
m ay indicate that a router is a forwarder for (or a receiver
expecting packets from ) the LAN .

®The crashed state m aybe one of the states already de ned for the pro-
tocol, like the em pty state, or m ay be a new state that was not de ned
previously for the protocol.

B .la System States (S). Possble states in which a router

m ay exist are:

State Sym bol M eaning
Fi Router i is a forwarder for the LAN

FiTimer i forwarder w ith Tim er r j oy running

N F; U pstream router i a non-forw arder

NH; Router i has the LAN as its next-hop
NH;Tiner sam e as N H j; with Tim er 1 i, ¢y running
N C; Router i has a negative—cache entry

EU; U pstream router i is em pty

ED; D ow nstream router i is em pty

M D ownstream router w ith attached m em ber
N M D ow nstream router w ith no m em bers

i

The possble states for upstream and downstream routers
are as ollow s:

fFi;FiTim er;N Fi;EU1G;
S = if the router is upstream ;

§ fNHi;NHitimer;NCi;Mi;NM;;ED ;g;
if the router is dow nstream :

AW o

BJlb Stimuli (). The stin uli considered here include
transm itting and receiving protocol m essages, tin er events,
and extemal host events. Only stimuli leading to change
of state are considered. For exam ple, transm itting m essages
per e (vs. receiving m essages) does not cause any change of
state, except for the Graft, n which case the Rtx timer is
set. Follow ing are the stim uli considered in our study:

1. Tranan itting m essages: G raft tranan ission G raftrx).

2. Recelving m essages: G raft reception G raftrov), Join
reception (Join), P rune reception (P rune), G raft A cknow -
edgem ent reception (GA ck), A ssert reception A ssert), and
forw arded packets reception F P kt).

3. T in erevents: these eventsoccurdue to tin er expiration
(E xp) and include the G raft retransm ission timer Rtx),
the event of its expiration R t<XE xp), the forw arder-deletion
tiner O el), and the event of its expiration O elk xp). W e
refer to the event oftim er expiration as (T im erIm plication).

4. Extemalhost events (E xt): lnclude host sending pack—
ets (SP kt), host pining a group H Join or H J), and host
leaving a group (Leave orL).

= fJoin;P rune;G raftr x ;G raftr ov ;G A ck;A ssert;

FPktyRtx;D el;SP kt;H J;Lg.

B2 GlobalFSM m odel

Subscripts are added to distinguish di erent routers.
T hese subscripts are used to describe router sem antics and
how routers interact on a LAN .An exam ple global state for
a topology of 4 routers connected to a LAN, wih router 1
as a forwarder, router 2 expecting packets from the LAN,
and routers 3 and 4 have negative caches, is given by
fF1;N H,;N C3;N C4g. For the global stin uli ¢, subscripts
are added to stin uli to denote their originators and recipi-
ents (if any). T he global transition rules ¢ are extended to
encom pass the router and stin uli subscripts :Z: .

7Sem antics of the global stim uli and global transitions w ill be described

1
as needed (see Section :\_7|).



C . De ning stabk states

W e are concemed w ith stable state (ie. non-transient) be—
havior, de ned in this section. To obtain erroneous stable
states, we need to de ne the transition m echanisn s between
such states. W e Introduce the concept of transition classi -
cation and com pletion to distinguish between transient and
stable states.

C 1 Classi cation of Transitions

W e dentify two types of transitions; externally triggered
(ET) and intemally triggered (IT ) transitions. T he fom er is
stin ulated by events extemal to the system (eg., H Join or
Leave), whereas the latter is stim ulated by events intemalto
the system (eg., FP ktorGraft).

W e note that som e transitions m ay be triggered due to ei-
ther Intemal and extemalevents, depending on the scenario.
For exam ple, a P rune m ay be triggered due to forwarding
packets by an upstream router F P kt which is an intemal
event), or a Leave (which is an extemalevent).

A global state is checked for correctness at the end of an
extemally triggered transition after com pleting its dependent
Intemally triggered transitions.

Follow ing is a table ofhost events, theirdependent ET and
IT events:

H ost Events SP kt H Join Leave
ET events FPkt Graft P rune
IT events A ssert, P rune, G A ck Join

Join

C 2 Transition Com pletion

To check for the global system correctness, all stin ulated
Intemal transitions should be com pleted, to bring the system
into a stable state. Intemm ediate (transient) states should
not be checked for correctness (since they m ay tem porarily
seam to violate the correctness conditions set forth for sta-
ble states, and hence m ay give false error indication). The
process of identifying com plete transitions depends on the
nature of the protocol. But, In general, we m ay identify a
com plete transition sequence, as the sequence of (a@ll) transi-
tions triggered due to a single externalstimn ulus (eg., H Join
or Leave). Therefore, we should be abl to identify a tran—
sition based upon is stinuli (either extemal or intemal).
At the end of each com plete transition sequence the system
exists in either a correct or erroneous stable state. Event-
triggered tin ers (€g., D el, Rtx)
transition.

re at the end ofa com plkte

D . Problem Com plxity

The problm of nding test scenarios lading to proto—
col error can be viewed as a search problem of the protocol
state space. C onventional reachability analysis EL?:E] attem pts
to Investigate this space exhaustively and incurs the ’state

space explosion’ problem . To circum vent this problem we

use search reduction technigques using dom ain-speci ¢ infor-
m ation ofm ulticast routing.

In this section, we give the com plexity ofexhaustive search,
then discuss the reduction techniques we em ploy based on
notion of equivalence, and give the com plexiy of the state

space.

D 1 Complxiy of exhaustive search

E xhaustive search attem ptsto generate all states reachable
from initial system states. For a system ofn routers where
each routerm ay exist in any state s; 2 S, and B j= s states,
the num ber of reachable states In the system is bounded by
(s)" . W ith lpossble transitionswe need 1 (s} state visits
to Investigate all transitions. Faults, such as m essage loss
and crashes, Increase the branching factor 1, and m ay intro—
duce new states increasing S. For our case study $ j= 10,
while selective loss and crashesf: Increase branching alm ost
by factor of 9.

D 2 State reduction through equivalence

E xhaustive search has exponential com plexiy. To reduce
this com plexity we use the notion of equivalence. Intuitively,
in m ulticast routing the order in which the states are consid-
ered is irrelevant (eg. if router R; or R4 is a forwarder is
insigni cant, so long as there is only one forwarder). Hence,
we can treat the global state as an unordered set of state
sym bols. This concept is called tounting equivalence’ :i:. By
de nition, the notion of equivalence in plies that by investi-
gating the equivalent subspace we can test for protocol cor-
rectness. T hat is, if the equivalent subspace is veri ed to be
correct then the protocol is correct, and if there is an error in
the protocol then it m ust exist in the equivalent subspaerq

D 2a Sym bolic representation. W eusea symbolic rep—

resentation as a convenient form of representing the global
state to illustrate the notion of equivalence and to help In
de ning the error and correct states in a succinct m anner.
In the sym bolic representation, r routers in state g are rep-
resented by g° . The global state for a system of n routers

8¢ rashes force any state to the em pty state.

°Two system states (gjj;ap;:::; ) and are strictly

equivalent i q = pj, where g;;p; 2 S;81 i n. However, all

routers use the sam e determ inistic FSM m odel, hence alln ! perm utations of

Qi3s3 k . .
Pls *,where k; is the num ber of routers in state

m ay be represented as =158

33 -
i-1ki = n.

Q353 kj Q355 1
S, S,
i=1"7i i=1"7i

10T he notion of counting equivalence also app lies to transitions and faults.

s; 2 S and Fomm ally, Counting E quivalence states that two

system states and 1 are equivalent ifk; = 1;81.

T hose transitions or faults leading to equivalent states are considered equiv—

alent.
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@i n” B3I
r; = n. For sym bolic representation of topologies where n

is represented by G = ), wherem =
isunknown r; 2 [0;1;2;1+; ] (1+’isl ormore, and *’' is 0
orm ore).

To satisfy the correctness conditions for PIM -DM , the
correct stable global states are those containing no for-
warders and no routers expecting packets, or those con-
taining one forwarder and one or m ore routers expecting
packets from the link; symbolically this m ay be given by:
Gi= FONHYNC ,andG,= FLNH;NC .0
W euse X to denote any state s; 2 S. For exam pl, £X
fF g. This symbolic
representation is used to estim ate the size of the reduced
state space.

Fg denotes 0 ormore states s; 2 S

D2b Com plexity of the state space with equiva-

lence reduction. Considering counting equivalence, nd-

Ing the num ber of equivalent states becom es a problem of

com binatorics. The number of equivalent states becom es
n+s 1)!
n! (s 1)t

s is the num ber of state sym bols, and C (x;y) = ﬁ), is

C nh+s 1;n) = w here, n is the num ber of routers,

the num ber of y-com bination of x-set [Z_Lé]

D 3 Representation of error and correct states

D egpending on the correctness de niion wem ay get di er—
ent counts for the num ber of correct or error states. To get an
idea about the size of the correct or error state space for our
case study, we take two de nitions of correctness and com —
pute the num ber of correct states. For the correct states of
PIM DM , we either have: (1) no forwarders w ith no routers
expecting packets from the LAN ,or (2) exactly one forw arder
w ith routers expecting packets from the LAN EZ-:

T he correct space and the erroneous space m ust be dispint
and they must be complete (ie. add up to the com plete
space), otherw ise the speci cation is incorrect. See A ppendix
A for details.

W e present two correctness de nitionsthat are used In our
case.

The rstde nition considers the forwarder statesasF and
the routers expecting packets from the LAN asN H . Hence,
the symbolic representation of the correct states becom es:
fX NH Fg ),or NH;F;fX Fg ),

llI:"o}: convenience, we m ay represent these two states as G = N C ,

1+

and G, = F;NH ;N C

12T hese conditions we have found to be reasonably su cient to m eet the
functional correctness requirem ents. H owever, they m ay not be necessary,
hence the search m ay generate false errors. P roving necessity is part of future

work.

and the num ber of correct statesis: C m+ s 3;n)+ C n+
s 4;n 2):

The second de nition considers the forwarder states as
fFi;Fip g or sin ply Fx , and the states expecting packets
from the LAN as fN H ;N H;irxg or sinply N Hyx . Hence,
the sym bolic representation of the correct states becom es:
(X NHyx Fxg),or NHx ;Fx;fX Fxg),
and the num ber of correct states is:
Cmh+s 5n)+4 Cnh+s 5n 2) 2 Cmh+s 6;n 3):

Refer to Appendix IB for m ore details on deriving the
num ber of correct states.

In general, we nd that the size of the error state space, ac—
cording to both de nitions, constitutes the m a pr portion of
the whole state space. This m eans that search technigques
explicitly exploring the error states are lkely to be more
com plex than others. W e take this in consideration when
designing our m ethods.

IV . Fault-independent T est G eneration

Faul-independent test generation F IT G ) usesthe forward
search technique to investigate parts ofthe state space. A sin
reachability analysis, forward search starts from initial states
and applies the stin uli repeatedly to produce the reachable
state space (or part thereof). Conventionally, an exhaus-
tive search is conducted to explore the state space. In the
exhaustive approach all reachable states are expanded until
the reachable state space is exhausted. W e use severalm an—
ifestations of the notion of counting equivalence introduced
earlier to reduce the com plexity of the exhaustive algorithm
and expand only equivalent subspaces. To exam ine robust—
ness of the protocol, we incorporate selective loss scenarios
into the search.

A . Reduction U sing E quivalences

T he search procedure starts from the initial states :ﬁ and
keeps a list of states visited to prevent looping. Each state
is expanded by applying the stin uli and advancing the state
m achine forward by in plem enting the transition rules and
retuming a new stable state each tim eEZ". W e use the count—
ing equivalence notion to reduce the com plexity ofthe search
in three stages of the search:

1. The st reduction we use is to investigate only the equiv—
alent initial states. To achieve this we sinply treat the
set of states constituting the global state as unordered set

13For our case study the routers start as either a non-m ember (N M ) or
em pty upstream routers (E U ), that is, the initial states I:S:= fN M ;EUg.

14 For details of the above procedures, see A ppendix II-A .



Instead of ordered set. For exam ple, the output of such
procedure for IS: = fNM ;EUg and n = 2 would be:
fNM ;NM g;fNM ;EUg;fEU;EUg.

O ne procedure that produces such equivalent initial state
space given in Appendix ITB. The com plexity of the this
algorithm isgiven by C (n + is: 1;n) aswas shown in Sec-
tion :_I-I_f—_l-)_-.z_; and veri ed through sin ulation.

2. The second reduction we use is during com parison of vis—
ited states. Instead of com paring the actual states, we com —
pare and store equivalent states.
states fN F1;N H ;g and fN H ; ;N F,g are equivalent.

3. A third reduction is m ade based on the observation that

Hence, for exam pl, the

applying identical stimuli to di erent routers in identical
states leads to equivalent global states. Hence, we can elin i-
nate som e redundant transitions. For exam ple, for the global
state fN H1;N H,;F3g a Leave applied to R1 or R, would
produce the equivalent state fN H LiNnch;F 1g. To achieve
this reduction we add ag check before advancing the state
machine forward. W e call the algorithm after the third re-
duction the reduced algorithm .

In all the above algorithm s, a forward step advances the
GFSM to the next stable state. This is done by applying all
the ntemally dependent stim uli (elicited due to the applied
extemal stin ulus) in addition to any tim er im plications, if
any exists. O nly stable states are checked for correctness.

B . Applying the M ethod

In this section we discuss how the fault-independent test
generation can be applied to them odelofPIM DM .W e ap—
ply orward search techniques to study correctness of PIM —
DM .W e rststudy the com plexiy ofthe algorithm sw ithout
faults. Then we apply selective m essage loss to study the pro-—

tocolbehavior and analyze the protocol errors.

B .1 M ethod Input

T he protocolm odel is provided by the designer or protocol
speci cation, in tem s ofa transition table or transition rules
ofthe GFSM , and a set of initial state sym bols. T he design
requirem ents, in term s of correctness in this case, is assum ed
to be also given by the protocol speci cation. T his includes
de nition of correct states or erroneous states, In addition
to the fault m odel if studying robustness. Furthem ore, the
detection of equivalence classes needs to be provided by the
designer Eg: Currently, we do not autom ate the detection

of equivalent classes. A lso, the number of routers in the

15For our case study, the sym m etry inherent in m ulticast over LAN s was

used to establish the counting equivalence for states, transitions and faults.

Expanded States Forwards
Rtrs |[Exhaustive |Reduced |Exhaustive |Reduced
3 178 30 2840 263
4 644 48 14385 503
6 7480 106 271019 1430
8 80830 200 4122729 3189
10 843440 338 55951533 6092
12 8621630 528| 708071468 10483
14| 86885238 778 8.546E+09 16738
Transitions Errors
Rirs |[Exhaustive |[Reduced |Exhaustive |Reduced
3 343 65 33
4 1293 119 191 13
6 14962 307 3235 43
8 158913 633 41977 101
10 1638871 1133 491195 195
12| 16666549 1843 5441177 333
14]167757882 2799 58220193 523
Fig. 4

Sinmulation statistics for forward algorithms. E xpanded States is
the number of stable states visited, F orw ards is the number of
forward advances of the state machine, T ransitions is the number
of transient states visited and E rrors is the number of stable

state errors detected.

topology or topologies to be investigated (ie. on the LAN)
has to be speci ed.

B 2 Complexiy of orward search forPIM -DM

T he procedures presented above were sin ulated for PIM —
DM to study its correctness. T his set of results show s behav—
jor of the algorithm sw ithout including fauls, ie., when used
for veri cation. W e identi ed the initial state sym bols to be
fNM ;EUqg; NM for downstream routers and EU for up-
stream routers. T he num ber of reachable states visited, the
num ber of transitions and the number of erroneous states
found were recorded. Summ ary of the results is given in F ig—
ure :ﬁi' . The num ber of expanded states denotes the num ber of
visited stable states. T he num ber of Yorwards’ is the num ber
of tin es the state m achine was advanced forward denoting
the num ber of transitions between stable states. The num -
ber of transitions is the num ber of visited transient states,
and the num ber of error states is the num ber of stable (or
expanded) states violating the correctness conditions. The
error condition is given as in the second error condition in
Section :_I-I_i—_l-D_-.Z: N ote that each of the other error states is
equivalent to at least one error state detected by the re-
duced algorithm . Hence, having less num ber of discovered
error states by an algorithm in this case doesnotm ean losing
any infom ation or causes of error, which follows from the
de nition of equivalence. Reducing the error states m eans
reducing the tin e needed to analyze the errors.

W e notice that there signi cant reduction in the algorithm
com plexity with the use of equivalence relations. In particu—



lar, the num ber of transitions is reduced from O 4" ) for the
exhaustive algorithm , to O (n4) for the reduced algorithm .
Sin ilar results were obtained for the number of forwards,
expanded states and number of error states. The reduc—
tion gained by using the counting equivalence is exponential.
M ore detailed presentation of the algorithm ic details and re—
sults are given in A ppendix II.

For robustness analysis (vs. veri cation), faults are in—
cluded In the GFSM m odel. Intuiively, an increase in the
overall com plexity of the algorithm s w ill be cbserved. A -
though we have only applied fauls to study the behavior of
the protocol and not the com plexity of the search, we an—
ticipate sin ilar asym ptotic reduction gains using counting
equivalence.

B .3 Summ ary ofbehavioral errors for P -DM

W e used the above algorithm to search the protocolm odel
for PIM DM . Correctness was checked autom atically by the
m ethod by checking the stable states (ie. after applying
com plete transitions). By analyzing the sequence of events
Jleading to errorwe were able to reason about the protocolbe-
havior. SeveralP M DM errorsw ere detected by them ethod,
som e pertaining to correctness in the absence ofm essage loss,
while others were only detected in the presence of m essage
Joss. W e have studied cases of up to 14—router LAN s. Som e~
tin es errors were found to occur in di erent topologies for
sin ilar reasons asw illbe shown. Here, we only discuss resuls
for the two router and 3-router LAN cases for illistration.

O nly one error was detected in the two-—router case. W ith
the iniial state fEU;E Ug (ie. both routers are upstream
routers), the system enters the error state fF;N F g, where
there is a forwarder for the LAN but there are no routers
expecting packets or attached members. In this case the
A ssert process chose one forwarder for the LAN , but there
were no downstream routers to P rune o the extra tra ¢,
and so the protocol causes wasted bandw idth.

Several errors w ere detected for the 3-router LAN case:

{ Starting from fE U;E U;E U g the system enters the error
state fF ;N F ;N F g for a sin ilar reason to that given above.

{ Starting from fN M ;E U;E U g the system enters the er-
ror state fN C;N F;F g. By analyzing the trace of events
leading to the error we notice that the downstream router
N C pruned o one of the upstream routers, N F , before the
A ssert process takes place to choose a w inner for the LAN .
H ence the protocol causes wasted bandw idth.

{ Starting from fN M ;EU;EUg the system enters state
fN H ;F;F g. This is due to the transition table rules, when

a forwarder sends a packet, all upstream routers in the EU

state transit into F state. This is not an actual error, how —
ever, since the system w ill recover w ith the next forwarded
packetusing A ssert:_Lg: . The detection ofthis false-error could
have been avoided by issuing SP kt stim ulus before the error
chedk, to see if the system w ill recover w ith the next packet
sent.

{ W ith message loss, errors were detected for Join and
P rune loss. W hen the system is in fN H ;N H ;F g state and
one ofthe dow nstream m em bers kaves (ie., issuesL event), a
P rune is sent on the LAN . IfthisP rune is selectively lost by
the other dow nstream router, a Join w illnot be sent and the
system enters state fN C;N H ;N F g. Sim ilarly, ifthe Join is
lost, the protocolends up In an error state.

C . Challenges and Lim itations

In order to generalize the faul-independent test generation
m ethod, we need to address several open research issues and
challenges.

T he topology isan input to them ethod in term s ofnum ber
of routers. To add topology synthesisto FITG we m ay use
the sym bolic representation presented in Section :ﬁ_I:_DS:, w here
the use of repetition constructs :F-: m ay be used to represent
the LAN topology In general. A sim ilar principle was used
in 1_1-15] for cache coherence protocol veri cation, where the
state space is split using repetition constructs based on the
correctness de nition. In Section i_/-:wepresenta new m ethod
that synthesizes the topology autom atically as part of the
search process.

Equivalence classes are given as input to the m ethod. In
this study we have used symm etries Inherent in m ulticast
routing on LA N s to utilize equivalence. This symm etry m ay
not exist In other protocols or topologies, hence the forward
search m ay becom e increasingly com plex. A utom ating iden-
ti cation of equivalence classes is part of fuiture work.

O ther kinds of equivalence m ay be investigated to reduce
com plexity in these cases Eg: A Iso, other techniques for
com plexity reduction may be investigated, such as statis-
tical sam pling based on random ization or hashing used In

1€T his is one case w here the correctness conditions for the m odelare su -
cient but not necessary to m eet the functional requirem ents for correctness,
thus leading to a false error. Su ciency and necessity proofs are sub ject of
future work.

l7Repetition constructs include, for exam ple, the “*’ to represent zero or
m ore states, or the 1+ ’ to represent one or m ore states, 2+’ two or m ore,
so on.

18An exam ple of another kind of equivalence is fault dom inance, where a
system is proven to necessarily reach one error before reaching another, thus

the form er error dom inates the latter error.



SPIN ELA:I] H ow ever, sam pling technigques do not achieve full
coverage of the state space.

T he topology used in this study is lin ited to a sihgle-hop
LAN . A lthough we found it quite usefiil to study m ulticast
routing over LAN s, the m ethod needs to be extended to
multi-hop LAN to bem ore general. O ur work in @(5] intro-
duces the notion of virtual LAN , and future work addresses
muliLAN topologies.

In sum , the ault-independent test generation m ay be used
for protocol veri cation given the sym m etry inherent in the
system studied (ie., protocol and topology). For robustness
studies, where the fault m odel is included in the search, the

address perform ance issues or topology synthesis. T hese is—
sues are addressed in the com Ing sections. H owever, we shall
re-use the notion of forward search and the use of counting

equivalence in the m ethod discussed next.

V . Fault-oriented Test G eneration

In this section, we investigate the fault-oriented test gen—
eration (FOTG ), where the tests are generated for speci c
faults. In this m ethod, the test generation algorithm starts
from the faul(s) and searches for a possible error, establish—
Ing the necessary topology and events to produce the error.
O nce the error is established, a backward search technigue
produces a test sequence lading to the erroneous state, if
such a state is reachable. W e use the FSM fom alisn pre—
sented in Section :_I-I_I'to represent the protocol. W e also reuse
som e ideas from the FITG algorithm previously presented,
such as forward search and the notion of equivalence for
search reduction.

A.FOTG M ethod O verview

Fault-oriented test generation FOTG) targets specic
faults or conditions, and so is better suited to study ro-
bustness In the presence of faults n general. FOTG has
three m ain stages: a) topology synthesis, b) forward im —
plication and error detection, and c) backward im plication.
T he topology synthesis establishes the necessary com ponents
(eg. routers and hosts) of the system to trigger the given
condition (eg. trigger a protocol m essage). This leads to
the fom ation of a global state in the m iddle of the state
space {9. . Forward search is then perform ed from that global
state in its vicinity, ie. within a com plte transition, after
applying the faul. This process is called forward im plica—

19T he globalstate from which FO T G starts is synthesized for a given fault,

such as a m essage to be lost.

10

tion, and uses search technigques sim ilar to those explained
earlier in Section :_I-V_: If an error occurs, backward search
is perform ed thereafter to establish a valid sequence lead-
ing from an initial state to the synthesized global state. To
achieve this, the transition niles are reversed and a search is
perform ed untilan initial state is reached, or the synthesized
state is declared unreachable. T his process is called lackward
im plication.

M uch of the algorithm ic details are based on condition !
ef fect reasoning of the transition rules. This reasoning is
em phasized In the sem antics of the transition table used in
the topology synthesis and the backw ard search. Section g_l

algorithm ic details of FO T G , and in Section ;j-_—&_: we describe
how FOTG was appliesto PIM -DM 1In our case study, and
present the results and m ethod evaluation. Section 3;/-_—5_: we
discuss the lin iations of the m ethod and our ndings.

A 1l The Transition Table

The global state transition m ay be represented in sev—
eralways. Here, we choose a transition table representation
that em phasizes the e ect of the stin uli on the system , and
hence facilitates topology synthesis. T he transition table de—
scribes, for each stim ulus, the conditions of its occurrence.
A condition is given as stin ulus and state or transition (de—
noted by stim ulus.state/trans), where the transition is given
as startState ! endState.

W e further extend m essage and router sem antics to cap-
ture m ulticast sem antics. Follow Ing, we present a detailed
description of the sem antics of the transition table then give
the resulting transition table for our case study, to be used
Jater In this section.

A la Sem antics of the transition table. In this subsec—
tion we describbe the m essage and router sem antics, pre—
conditions, and post-conditions.

Stim uli and router sem antics: Stin uli are classi ed based
on the routers a ected by them . Stin uli types lnclude:

1. orig: stin uli or events occurring w ithin the router orig-
inating the stim ulus but do not a ect other routers, and in-
cludeH J,L, SPkt, Graftrx,D eland Rtx.

2. dst: messages that are processed by the destination
router only, and include Join, GAck and G raftg cv .

3. m cast: multicast m essages that are processed by all
other routers, and include A ssert and F P kt.

4. m castD ownstream : mulicast m essages that are pro—
cessed by all other downstream routers, but only one up-—
stream router, and includes the P rune m essage.



T hese types are used by the search algorithm for processing
the stin uli and m essages. A ccording to these di erent types
of stim uli processing a router m ay take as subscript dbrig’,
Yst’, or bther’. The brig’ sym boldesignates the originating
router of the stin ulis or m essage, whereas UYst’ designates
the destination ofthem essage. bther’ indicates routersother
than the originator. R outers are also classi ed as upstream
or dow nstream as presented in Section :_Ii_i

P re-C onditions:
the form stim ulus:state=transition, where the transition is
given as startState !

The preconditions In general are of

endState. If there are several pre—
conditions, then we can use a logical OR to represent the
rule. At least one precondition is necessary to trigger the
stin ulus. Exam ple of a stim ulus:state condition is the con-
dition for Join m essage, nam ely, P runesther N H orig, that is,
a Join is triggered by the reception ofa P rune from another
router, w ith the originator ofthe Join In N H . An exam ple
of a stim ulus:transition condition is the condition for G raft
tranam ission H J:(N C !
transition of the router from the negative cache state to the
next hop state.

N H ); ie. a host pining and the

P ost-C onditions:
transition that is triggered by the stimulus. Eq‘
of: (1) transition,
(3) condition :stim ulus, and (4)

A postcondition is an event and/or
Post-
conditions may be in the fom
(2) ocondition transition,
stim ulustransition .

1. transition: has an im plicit condition wih which it is
associated; ie. 8! b 'means Yfa2 GStatethena ! b'.
For exam ple, Join post-condition (N Fgst ! Fgst), m eans if
N Fgst 2 G State then transition NF ! F will occur.

2. C ondition transition: is sam e as (1) except the condi-
tion is explicit £,

3. C ondition stim ulus: ifthe condition is satis ed then the
stin ulus is triggered. For exam ple, P rune post-condition
N H other J0MNother’, means that for all NHy 2 GState
(where x is not equal to orig) then have router x trigger
a Join.

4. Stim ulus:itransition: has the transition condition in -
plied as in (1) above. For exam ple, G raftr v post-condition
GAck:N Fgst ! Fgst)’, means ifN Fgst 2 G State, then the
transition occurs and G A ck is triggered.

If m ore than one post-condition exists, then the logical re—

lation between them is either an X OR’ if the router is the

20N etwork faults, such as m essage loss, m ay cause the stim ulus not to
take e ect. For exam ple, losing a Join m essage w ill cause the event of Join
reception not to take e ect.

21T his does not appear in our case study.
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sam e, or an AND ’ if the routers are di erent. For exam ple,
FastiNFast ! Fast',
Fast) XOR O Fasr ! Fast). o3
On the other hand, P rune post-conditions are ¥Fgsr !
Fastp e1;N H other JJ0INcther /, which im plies that the transi-
tion willoccur ifFgse 2 G State AND a Join w illbe triggered
IfNH 2 GState.

Join post-conditions are Fgstpe1 !

which m eans Fgstpe1 !

Follow ing is the transition table used in our case study.

Stim ulns P re—conditions P ost-—conditions
Join Pruneother N Horig Fastp el ' FdstiN Fast ' Fdst
Prune LN C;FPKENC Fast ! Fast el’
N Hother 2N other
Grafty, HJ:(NC | NH); Graftg oy (M H | NH p¢y)
RtxE xp:MN H gy | NH)
Grafty oy Graftp, :(NH ! NH pig) | GACK:IWN Fgygp ! Fygy)
G A ck Grafty oy iF NHgoerex | N Hggt
A ssert FPXktother Forig Fother ' N Fother
FPkt SpktiF Prune:NM ! NC);
ED ! NH;M ! NH;
EUother ' Fother’Fother A ssert
R tx R txE xp Graftp, i Horigrex ! N Horig)
Del D elE xp Forigmel! NForig
SPkt Ext FPXtiEUgrig ! Forig)
H Join Ext NM ! M;Graftp,:(NC ! NH)
Leave E xt M ! NM;Prune:(NH ! NC);
Prune:(NHgpg¢y ! NC)

The above pre-conditions can be derived autom atically
from the post-conditions. In A ppendix IIT, we describe the
P reC ondiions’ procedure that takes as input one form ofthe
conventionalpost-condition transition table and producesthe

pre-condition sem antics.

A 1lb State D ependency Table.
synthesis through the backward im plication procedure, we
construct what we call a state dependency table. This table
can be inferred autom atically from the transition table. W e
use this table to in prove the perform ance of the algorithm
and for illustration.

To aid in test sequence

For each state, the dependency table contains the possible
preceding states and the stin ulus from which the state can be
reached or in plied. To obtain this informm ation for a state s,
the algorithm the post-conditions of the transition table for
entries w here the endS tate of a transition is s. In addition,
a state m ay be identi ed as an initial state (IS.), and hence
can be readily established w ithout any preceding states. T he
YependencyTable’ procedure in A ppendix ITT generates the
dependency tabl from the transition table of conditions. For
s2 IS:a symboldenoting initial state is added to the array
entry. For our case study IS:= fNM ;EUg. Based on

22T here is an im plicit condition that can never be satis ed in both state—

m ents, which is the existence of dst in only one state at a tim e.




the above transition table, follow ing is the resulting state
dependency table:i

b5
1

State

P ossible B ackw ard Im plication (s)

Fi

F Pkt

other .Join

EU;;

SP kt
EU;

Join

Fipeli N

Grafty oy

ir

NF;;

Fipel

P rune
Fi

NF;

D el A ssert
Fipeli

NH;

R tx ;G A ck
NH;Rexi

H

J

NC;y;

FPkt
; M

FPkt
ii

ED;

NHjgex

G raft
T
*NH;

NC;

FPkt L
NM;;

ii NH;Rtx/

L

NH;

EU;

I:S:

ED;

I:S:

HJ

M NM;

L

N M M I:S:

i ii

In cases where the stinulus a ects m ore than one router
(eg. mulicast P rune), multiple states need to be simul
taneously im plied In one backward step, otherwise an IS:
m ay not be reached. To do this, the transitions in the post-
conditions of the stin ulus are traversed, and any states in
the global state that are endS tates are replaced by their cor-
responding startStates. For example, fM ;N M 5;Frg B Kt
fN H i;N C5;Fxg. This is taken care of by the backward in -
plication section described later.

B.FOTG details

A s previously m entioned, our FO TG approach consists of
three phases: I) synthesis of the global state to nspect, II)
forward in plication, and III) backward in plication. These
phases are explained in m ore detail in this section. In Sec-

tion V€, we present an illustrative exam ple or the these

phases.

B .1 Synthesizing the G Iobal State

Starting from a condition (eg. protocolm essage or stin u-
lus), and using the inform ation in the protocolm odel (ie.
the transition table), a global state is synthesized for nves—
tigation. W e refer to this state as the globalstate inspected
G 1), and it is cbtained as follow s:

1. The global state is initially em pty and the Inspected stin —
ulus is initially set to the stinm ulus investigated.

2. For the inspected stinmulus, the state(s) (or the
startState (s) of the transition) of the post-condition are ob-
tained from the transition table. If these states do not exist
in the global state, and cannot be inferred therefrom , then
they are added to the global state.

23T he possible backward im plications are separated by ‘com m as’ indicat—

ing OR’ relation.
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3. For the inspected stimulus, the state(s) (or the
endState (s) of the transition) of the pre-condition are ob-—
tained. If these states do not exist in the global state, and
cannot be Inferred therefrom , then they are added to the
global state.

4. Get the stin ulus of the precondition of the inspected
stimulus, call it new Stim ulus.
extemal (E xt), then set the nspected stimulus to the
new Stim ulus, and go back to step 2.

If new Stim ulus is not

T he second step considers post-conditions and adds system
com ponents that w illbe a ected by the stin ulus. W hile the
third and forth steps synthesize the com ponents necessary to
trigger the stin ulus. The procedure given in A ppendix IIT
synthesizes m inin um topologies necessary to trigger a given
stin ulus of the protocol.

N ote that there m ay be several pre-conditions or post-
conditions for a stin ulus, in which case several choices can be
m ade. T hese represent branching points in the search space.
At the end of this stage, the global state to be investigated
is obtained.

B 2 Forward Im plication

The states ©llow Ing G (ie. G1+ i1 where 1> 0) are obtained
through forward im plication. W e sin ply apply the transi-
tions, starting from G 1, as given by the transition table, In
addition to in plied transitions (such as tim er in plication).
Furthem ore, fauls are incorporated into the search. For
exam ple, In the case of a m essage loss, the transition that
would have resulted from them essage isnot applied. Ifm ore
than one state is a ected by the m essage, then the space is
expanded to Inclide the various selective loss scenarios for
the a ected routers. For crashes, the routers a ected by the
crash transit Into the crashed state as de ned by the ex—
panded transition rules, as will be shown in Section l\_;:-C_:
Forward im plication uses the forward search techniques de—
scrbed earlier in Section \IVi.

A ccording to the transition com pletion concept (see Sec—
from extemally triggered transitions. For exam ple, the anal-
ysis should not consider a Join wihout considering the
P rune triggering it and its e ects on the system . T hus, the
global system state m ust be rolled back to the beginning of
a com plte transition (ie. the previous stable state) before
applying the forward in plication. Thisw illbe im plied in the
forward in plication algorithm to sim plify the discussion.



B 3 Backward Im plication

Backward im plication attem pts to obtain a sequence of
events leading to G, from an initial state (I:S:), if such a
sequence exists; ie. if G is reachable from IS:

T he state dependency table describbed in Section i/-_—é-zl-_.k;.
is used in the backward search.

Backward steps are taken for the com ponents in the global
state G 1, each step producing another global state G State.
Foreach state In G State possible backward in plication rules
are attem pted to obtain valid backward steps toward an ini-
tial state. This process is repeated for preceding states in a
depth rst fashion. A set of visited states is m aintained to
avoild looping. If all backward branches are exhausted and
no initial state was reached the state is declared unreachable.

To rewind the global state one step backward, the re—
verse transition rules are applied. D epending on the stim -
ulus type of the backward rule, di erent states In G State
are rolled back. For orig and dst only the originator and
destination of the stim ulus is rolled back, respectively. For
m cast, alla ected states are rolled back except the origiha—
tor. m castD ownstream is sin ilar to m cast except that all
dow nstream routers or states are rolled back, while only one
upstream router (the destination) is rolled back. A ppendix
IIT show s procedures Backward’ and Rew ind’ that Inple—
m ent the above steps.

N ote, how ever, that not allbackward steps are valid, and
backtracking is perform ed when a backward step is invalid.
Backtrackingm ay occurw hen the preceding states contradict
the rules of the protocol. T hese contradictionsm ay m anifest
them selves as:

S rcnot found: src isthe origihator ofthe stin ulus, and the
globalstate hasto Inclide at least one com ponent to originate
the stin ulus. A n exam ple of this contradiction occurs forthe
P rune stim ulus, for a global state fN H ;F ;N F g, w here the
an origihating com ponent of the P rune N C in this case)
does not belong to the global state.

Failire of m Inimum topology check: the necessary con-
ditions to trigger the stinulus must be present in the
global topology. Exam ples of failing the m ininum topol-
ogy check inclide, for instance, Join stimulis with global
state fN H ;NF g, or Assert stimnulus with global state
fF;NH;NCgqg.

Failure of consistency check: to m aintain consistency of
the transition rules in the reverse direction, we m ust check
that every backw ard step has an equivalent forward step. To
achieve this, we m ust check that there isno transition x ! vy
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for the given stimulus, such that x 2 GState. Since if x
rem ains in the preceding global state, the corresponding for-
ward step would transform x into y and the system would ex—
ist In a state inconsistent w ith the Initial global state (pefore
the backward step). An exam ple of this inconsistency ex-—
istswhen the stinulus isF P ktand GState= fF;NF;EUg,
whereEU !
IIT for the consistency check procedure.

F is a post condition for F P kt. See A ppendix

C . Applying The M ethod

In this section we discuss how the fault-ordiented test gen-—
eration can be applied to the model of PIM -DM . Speci —
cally, we discuss in details the application of FOTG to the
robustness analysisofPIM -DM In the presence of shglem es—
sage loss and m achine crashes. W e rst wak through a sim -
pl illustrative exam ple. Then we present the results of the
case study in tem s of correctness violations captured by the
m ethod.

C 1 M ethod nnput

T he protocolm odel is provided by the designer or proto—
col speci cation, in tem s of a transition table EE:, and the
sem antics of the m essages. In addition, a list of fauls to be
studied is given as Input to the m ethod. For exam ple, def-
inition of the faul as single selective protocolm essage loss,
applied to the list ofm essages fJoin ;P rune;A ssert;G raftg.
A lso a set of initial state symbols, n ourcase fNM ;EUg. A
de nition ofthe design requirem ent, in this case de nition of
correctness, is also provided by the speci cation. T he rest of

the process is autom ated.

C 2 Thstrative exam ple

Fjgure"é show sthephasesof FO TG fora sin ple exam ple of
a Join loss. Follow ing are the steps taken for that exam ple:

Synthesizing the G lobal State

1. Join: startState of post—condition isN Fgg ) Gp = fNFyg

2. Join: state of pre-condition isN H ;) Gp = £NH j;N Fyg, goto P rune

3.Prune: startState of post-condition is F, in plied from N Fy in G p

4. Prune: state of pre-condition jsNCj ) Gy = fNH ;N Fy;N ng, goto L

(E xt)

5. startState of post-condition is N H can be im plied from N C in G g

Forw ard im plication

Join

without loss: G 1 = fN H j;N Fy ;N C jg Gry1 = ENH j;Fy ;N C 49

lossw.rt. Ryt ENH ;N Fy ;N C4g ! Gguq = ENH ;N Fy ;N C4g error

?4The traditional input/output transition table is su cient for our
m ethod. T he pre/post-condition transition table can be derived autom ati-

cally therefrom .



Stimulus  Pre-conditions  Post-conditions

Join, Prunq@ @ F
Prung LeﬂV]lea NF,). NH,.Join,

Leave Host Event \\(NHW NC)).Prung

®
)

Synthesized
Topology

G{NCNHNF} =906 (NG, NH, F}

Gll NC NHka Prunq; Lossof Join

G NC NH. NF
GANM MR nINGNHNR)
SPkt

Error state
G5~ {NM M, EUJ

G,4=(NM, NM,EU} _/

Backward implication «— G, G, Forward implication

Backward im plication

P rune

FPkt
§iN Fy ;N Cyg Gy 1= fNH G

G = fNH $iFKiN C 59 1 2=
SP kt HJ;
M §iFy N M 49 Gy 3 = M {;EUL N M 59 G 4 =

fNM ;;EUL ;N M 59 = I:S:

Losing the Join by the forwarding router Ry leads to an
error state where router R; is expecting packets from the
LAN, but the LAN has no forwarder.

C 3 Summ ary ofResuls

In this section we brie y discuss the resuls of applying
ourm ethod toPIM DM .The analysis is conducted for single
m essage loss and m om entary loss of state. For a detailed
analysis of the resuls see A ppendix ITI6 .

C 3a Single m essage loss. W e have studied single m es—
sage loss scenarios for the Join;P rune;A ssert; and G raft
For this subsection, we mostly consider non-
Interleaved extemal events, where the system is stin ulated
only once between stable states. The G raft m essage is par-

ticularly interesting, since it is acknow ledged, and it raises

m essages.

tin Ing and sequencing issues that we address in a later sub-
section, where we extend ourm ethod to consider interleaving
of external events.

O urm ethod aspresented here, however, m ay not be gener—
alized to transform any type oftim ing problem into sequenc—
Ing problem . This topic bears m ore research in the future.

W e have used the sequences of events generated autom ati-
cally by the algorithm to analyze protocol errors and suggest

14

upstream

downstream

Graft Laft

Graft

time

(1) no loss (I1) loss of Graft

(1) loss of Graft &
interleaved Prune

Fig. 6

G raft event sequencing

xes for those errors.

Join: A scenario sim ilar to that presented in Section \7L

was not allow ing another chance to the downstream router
to send a Join. A suggested x would be to send another
prune by Fp .1 before the tin er expires.

P rune: In the topology above, an error occurs when R ;
loses the P rune, hence no Join is triggered. The x sug—
gested above takes care of this case too.

A ssert: An error in the A ssert case occurs w ith no down—
stream routers; eg. G: = fF;;Fjg. The design error is the
absence of a m echanisn to prevent pruning packets in this
case. One suggested x would be to have the A ssert w inner
schedule a deletion tin er (ie. becom es Fp 1) and have the
dow nstream receiver (ifany) send Join to the A ssertw inner.

G raft: A G raftm essage is acknow ledged by G A ck, hence
the protocol did not incur error when the G raft m essage
was lost with non-interleaved extemal events. T he protocol
is robust to G raft loss w ith the use ofR tx tim er. A dversary
extemalconditions are interleaved during the transient states
and the R tx tin er is cleared, such that the adverse event w i1l
not be overridden by the R tx m echanisn .

To cleartheR tx tin er, a transition should be created from
N Hrtx toN H which is triggered by a G A ck according to the
state dependency table N H °> N H zex). This transition
isthen inserted in the event sequence, and forward and back—
ward In plications are used to obtain the overall sequence of
events illustrated In Figure E In the rst and second sce—
narios (I and II) no error occurs. In the third scenario (III)
when a Graft llowed by a P rune is interleaved w ith the
Graft loss, the Rtx tim er is reset with the receipt of the
GAck for the rst Graft, and the system s ends up in an



error state. A suggested x is to add sequence num bers to
G rafts, at the expense of added com plexity.

C 3b Loss of State.
state in a router. A ¥ rash’ stin ulus transfers the crashed
router from any state X’ into EU’ or ED’. Hence, we add
the follow ing line to the transition table:

Stim ulus

W e consider m om entary loss of

P re-cond P ost-cond (stim ulus.state/trans)

C rash E xt fNM ;M ;NH;NC;NHg¢yg! ED,
fF;Fpe1iNFg! EU

The FSM resum es function Inm ediately after the crash
(le. further transitions are not a ected). W e analyze the

behaviorwhen the crash occurs in any router state. Forevery
state, a topology is synthesized that is necessary to create
that state. W e leverage the topologies previously synthesized
for the m essages. For exam ple, state Fp 1 m ay be created
from stateF by receiving a P rune Fp elp e ). Hencewe
m ay use the topologies constructed for P rune loss to analyze
a crash forFp o state.

Forw ard in plication isthen applied, and behavior afterthe
crash is checked for correct packet delivery. To achieve this,
host stimuli (ie. SPkt, HJ and L) are applied, then the
system state is checked for correctness.

In lots of the cases studied, the system recovered from the
crash (ie. the system state was eventually correct). The re—
covery ism ainly due to the nature ofPIM -DM ; w here proto—
col states are re—created w ith reception of data packets. T his
result is not lkely to extend to protocols of other natures;
eg. PIM SparseM ode t_l-él]

However, In violation w ith robustness requirem ents, there
existed cases in w hich the system did not recover. In F jgure:j,
the host pining In (IT, a) did not have the su cient state to
send a G raft and hence gets pin latency until the negative
cache state tin es out upstream and packets are forwarded
onto the LAN as in (IT, b).

SPKkt SPKkt
FIDKIJ FF’ktl
— — ——
T Prune
. HJ3 .
NH Crash 2

@ (G
ay an

ard

Fig.7

Crash leading to join latency

n Fjgure}_; (I, a), the downstream router incurs pin la—
tency due to the crash of the upstream router. T he state is
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not corrected until the periodic broadcast takes place, and
packets are forwarded onto the LAN as in (IT, b).

- & & — E> D
~ T[T~ —% T
Cree > G @ T ED

@ ()

@ an any

Fig.8

Crash leading to black holes

D . Challenges and Lim itations

A Yhough we have been able to apply FOTG to PIM DM
successfully, a discussion of the open issues and challenges is

called for. In this section we address som e of these issues.

T he topologies synthesized by the above FOTG study are
only lim ited to a single-hop LAN with n routers Eg: This
m eans that the above FOTG analysis is necessary but not
su cient to verify robustness of the end-to-end behavior of
the protocolin am ulti-hop topology; even ifeach LAN in the
topology operates correctly, the inter-LAN interaction m ay
introduce erronecusbehaviors. ApplyingFO TG tom ulti-hop
topologies is part of future research.

T he analysis for our case studies did not consider netw ork
delays. In order to study end-to-end protocols netw ork delays
must be considered in the m odel. In E_L(i] we introduce the
notion ofvirtualLAN to Inclide end-to-end delay sem antics.

M iInin altopologies that are necessary and su cient to trig—
ger the stin uli, m ay not be su cient to capture all correct—
ness violations. For exam ple, In som e cases it m ay require
one m em ber to trigger a Join, but two m em bers to expe-
rience an error caused by Join loss. Hence, the topology
synthesis stage m ust be com plete In order to capture allpos—
sble errors. To achieve this we propose to use the sym bolic
representation. For exam ple, to cover all topologies w ith one
ormoremembersweuse M 7). Integration of this notation
w ith the fullm ethod is part of future work.

The e ciency ofthe backward search m ay be increased us—
ing reduction technigques, such as equivalence of states and
transitions (sin ilar to the ones presented in Section :_I\z:) . In
addition, the algorithm com plexity m ay be reduced by utiliz—
ing inform ation about reachable states to reduce the search.

-
25T his lim itation is sim ilar to that su ered by FITG in Sectionll\z .



This inform ation could be obtained sim ply by storing pre—
vious sequences and states visited. A tematively, the de—
signer m ay provide infom ation {based on protocolspeci c
know ledge{ about reachable states, through a com pact rep—
resentation thereof.

T he topologies constructed by FO TG are inferred from the
m echanism s speci ed by the transition table of the GFSM .
TheFO TG algorithm will not construct topologies resulting
from non-speci ed m echanism s. For exam ple, if the A ssert
m echanisn that deals with duplicates was left out (due to
a design error) the algorithm would not construct fF;;F g
topology. Hence, FOTG is not guaranteed to detect dupli-
cates in thiscase. So,FO TG (aspresented here) m ay be used
to evaluate behavior of speci ed m echanism s In the presence
of network failures, but is not a general protocol veri cation
tool.

T he global states synthesized during the topology synthe-
sis phase are not guaranteed to be reachable from an ini-
tial state. Hence the algorithm m ay be investigating non-
reachable states, until they are detected as unreachable in
the last backward search phase. A dding reachability detec—
tion in the early stages of FOTG is sub fct of future work.
H ow ever, statistics collected In our case study (see A ppendix
IITF) show that unreachable states are not the detem ining
factor in the com plexity ofthebackw ard search. H ence, other
reduction techniquesm ay be needed to increase the e ciency
of them ethod.

W e believe that the strength of our fault-oriented m ethod,
as was dem onstrated, lies in is ability to construct the nec—
essary conditions for erroneous behavior by starting directly
from the faul and avoiding the exhaustive walk of the state
space. A Iso, converting tim ing problem s into sequencing
problem s (@swas shown forG raftanalysis) reduces the com —
plexiy required to study tin ers. FOTG as presented in this
chapter seem s best t to study protocol robustness in the
presence of faults. Faults presented In our studies include
single selective loss of protocolm essages and router crashes.

VI. Related W ork

The related work f2llsm ainly in the eld of protocol veri-
cation, distribbuted algorithm s and conform ance testing. In
addition, som e concepts of our work were Inspired by VLSI
chip testing. M ost of the literature on m ulticast protocol
design addresses architecture, speci cation, and com parisons
between di erent protocols. W e are not aware of any other
work to develop system atic m ethods for test generation for

m ulticast protocols.
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There is a Jarge body of literature dealing with veri ca—
tion of com m unication protocols. P rotocolveri cation is the
problem of ensuring the logical consistency of the protocol
speci cation, independent of any particular im plem entation.
P rotocolveri cation typically addresses well-de ned proper—
ties, such as safety (eg., freedom from deadlocks) and live-
ness (eg. absence of non-progress cycles) [_l-é] In general,
the twom ain approaches for protocolveri cation are theorem
proving and reachability analysis (or m odel checking) {_3!] E].
In theorem proving, system properties are expressed in logic
form ulas, de ning a set of axiom s and constructing relations
on these axiom s. In contrast to reachability analysis, theo—
rem proving can dealw ith in nite state spaces. Interactive
theorem provers require hum an intervention, and hence are
slow and errorprone. T heorem proving includesm odeHoased
and logictased form alisn s. M odelbased form alism s (eg.,
Z EL?:], VDM @é]) are suitable for protocol speci cations in a
succinct m anner, but lack the toolsupport fore ective proof
of properties. The use of rst order logic allow s the use of
theorem provers (eg. N gthm @é]), but m ay result in spec—
i cations that are di cul to read. H igher order logic (eg.,
PV S [_2-(_)‘]) provides expressive power for clear descriptions
and proof capabilities for protocol properties. T he number
ofaxiom s and relations grow sw ith the com plexity ofthe pro—
tocol. A xiom atization and proofs depend largely on hum an
intelligence, which 1im its the use of theorem proving system s.
M oreover, these system stend to abstract out netw ork failures
we are addressing in this study.

R eachability analysis algorithm s ELZ:E] él]] attem pt to gen—
erate and inspect all the protocol states that are reachable
from given initial states. The maln types of reachability
analysis algorithm s Inclide fiill search and controlled partial
search. If full search exceeds the m em ory or tim e lim its, it
e ectively reduces to an uncontrolled partial search, and the
quality of the analysis deterjorates quickly. Such algorithm
su ers from the State space explosion’ problem , especially
for com plex protocols. To circum vent this problem , state
reduction and controlled partial search technigques éZ':] éé]
could be used. These techniques focus only on parts of the
state space and m ay use probabilistic éé], random éf}] or
guided searches 1_2-§‘] In our work we adopt approaches ex—
tending reachability analysis for m ulticast protocols. Our
fault-independent test generation m ethod (in Section :_I-V_:)
borrow s from controlled partial search and state reduction
techniques.

W ork on distrbuted algorithm s deals w ith synchronous

networks, asynchronous shared m em ory and asynchronous



networked system s é?:] Proofs can be established using
an autom ata-theoretic fram ework.
tributed algorithm s considered failire m odels including m es—

Several studies on dis—

sage loss or duplication, and processor failures, such as
stop (or crash) failires, transient failires, or byzantine fail-
ures éé], where failed processors behave arbitrarily. W e do
not consider byzantine failures in our study. D istribbuted
algorithm s may be treated in a fom al fram ework, using
autom ata-theoretic m odels and state m achines, where re—
sults are presented In tem s of set-theoreticm athem atics @i]
The fom al fram ework is used to present proofs or in pos—
sbility results. P roof m ethods for distribbuted algorithm s
Include invariant assertions and sim ulation relationships EG-:
that are generally proved using induction, and m ay be check-
able using theorem -provers, eg., Larch theorem -prover éé]
A synchronousnetw ork com ponents can bem odeled as tin ed—
autom ata ES@], éi]

Several attem pts to apply fom al veri cation to netw ork
protocols have been m ade. A ssertionalprooftechniqueswere
used to prove distance vector routing Eié], path vector rout-
ng éé] and route di usion algorithm s [535], @5_!] and [552] using
com m unicating nite state m achines. An exam ple point-to—
point m obilk application was proved using assertional rea-—
soning in éé] using UNITY [:37:] A xiom atic reasoning was
used In proving a sin ple tranam ission protocol in ESS:] Al
gebraic system sbased on the calculus of com m unicating sys—
tams (CCS) é&:i] have been used to prove CSM A /CD @(}]
Fom al veri cation has been applied to TCP and T /TCP
n 1.

M ulticast protocolsm ay be m odeled as asynchronous net-
works, with the com ponents as tin ed-autom ata, including
failire models. In fact, the global nite state m achine
(GFSM ) m odelused by our search algorithm s isadopted from
asynchronous shared m em ory system s (in speci ¢, cache co—
herence algorithm s ﬁ.::i]) and extended w ith variousm ulicast
and tin ing sem antics. T he transitions of the I/0O autom aton
m ay be given in the form of preconditions and e ects E? .

T he com bination oftin ed autom ata, Invariants, sim ulation
m appings, autom aton com position, and tem poral logic {:_123]
seem to be very usefil tools for proving (or disproving) and
reasoning about safety or liveness properties ofdistributed al-
gorithm s. Ttm ay also beused to establish asym ptoticbounds

26An invariant assertion is a property that holds true for all reachable
states of the system , while a sim ulation is a form al relation between an
abstract solution of the problem and a detailed solution.

27T his is sim ilar to our representation of the transition table for the fault-

oriented test generation m ethod.
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on the com plexity of the distrbuted algorithm s.
clear, however, how theorem proving technigques can be used

It is not

in test synthesis to construct event sequences and topolo-—
gies that stress network protocols. Parts of our work draw
from distribbuted algorithm s veri cation principles. Yet we
feel that our work com plem ents such work, as we focus on
test synthesis problem s.

Confom ance Testing is used to check that the extemal
behavior of a given In plem entation of a protocol is equiv—
alent to its fom al speci cation. A confom ance test fails
if the im plem entation and speci cation di er. By contrast,
veri cation of the protocolm ust always reveal the design er-
ror. G iven an im plem entation undertest (IU T ), sequences of
input m essages are provided and the resulting output is ob—
served. The test passes only if all observed outputs m atche
those ofthe form alspeci cation. T he sequences of nputm es—
sages is called a conform ance test suite and them ain problem
isto nd an e cient procedure for generating a confom ance
test suite for a given protocol. O ne possible solution is to
generate a sequence of state transitions that passes through
every state and every transition at least once; also known
as a transition tour I_ZIZ_;] The state of the m achine must
be checked after each transition with the help of unique in—-
To be abl to verify every
state n the T, wemust be abl to derive a UI0 sequence

put/output U IO ) sequences ES-"

for every state separately. This approach generally su ers
from the Pllow Ing draw backs. N ot all states ofan F SM have
a UI0 sequence. Even if all states n a FSM have a U IO

sequence, the problem of deriving U I0 sequences has been
proved to be p-com plte in @4:]; ie. only very short U IO

sequences can be found in practice Eg-: U IO sequences can
identify states reliably only in a correct WT . T heir behavior
for faulty IU T s is unpredictable, and they cannot guarantee
that any typeoffault in an U T rem ainsdetectable. O nly the
presence of desirable behavior can be tested by conform ance
testing, not the absence of undesirable behavior.

Confom ance testing technigques are In portant for testing
protocolin plem entations. H ow ever, it does not target design
errors or protocolperform ance. W e considerwork in thisarea
as com plem entary to the focus of our study.

VLSIChip testing uses a set ofwell-established approaches
to generate test vector pattems, generally for detecting phys—
ical defects in the VLSI fabrication process. Comm on test

28a U nigue Input/0 utput (U IO ) sequence is a sequence of transitions that
can be uged to determ ine the state of the TUT .
1
2910 [¢5] a random ized polynom ialtim e algorithm is presented for design-

ing U I0 checking sequences.



vector generation m ethods detect single-stuck faults; where
the value of a line in the circui is always at logic 1’ or 0’.
Test vectors are generated based on a m odel of the circuit
and a given faul m odel. Test vector generation can be fault—
independent or fult-oriented [44] ¥7]. Tn the ful-oriented
process, the two fuindam ental steps In generating a test vec—
tor are to activate (or excite) the faul, and to propagate the
resulting error to an observable output. Faul excitation and
error propagation usually nvolve a search procedure w ith
a backtracking strategy to resolve or undo contradiction in
the assignm ent of line and Input values. The lne assign—
m ents perform ed som etin es determm Ine or in ply other line
assignm ents. The process of com puting the line values to
be consistent w ith previously detem ined values is referred
to as Im plication. Forward in plication is in plying values of
lines from the fault toward the output, whilke backward in -
plication is In plying valies of lines from the faul toward the
circuit input. O ur approaches for protocol testing use som e
of the above principles; such as forward and backward n —
plication. VLSI chip testing, however, is perform ed a given
circuit, whereas protocol testing is perform ed for arbitrary
and tin e varying topologies.

O ther related work includes veri cation of cache coherence
protocols E_Lii] T his study uses counting equivalence relations
and sym bolic representation of states to reduce space search
com plexiy. W e use the notion of counting equivalence in our
study.

V II. Conclusions

In this study we have proposed the STRESS fram ework
to integrate test generation into the protocoldesign process.
Speci cally, we targeted autom atic test generation for robust—
ness studies ofm ulticast routing protocols. W e have adopted
a globalFSM m odel to represent the m ulticast protocols on
a LAN . In addition, we have used a faul m odel to represent
packet loss and m achine crashes. W e have investigated two
algorithm s for test generation; nam ely, the fault-ndependent
test generation FITG) and the fault-oriented test genera-—
tion FOTG). Both algorithm s were used to study a stan-
dard mulicast routing protocol, PIMM DM , and were com —
pared in tem s of error coverage and algorithm ic com plexity.
For FIT G, equivalence reduction techniques were com bined
wih forward search to reduce search com plexity from ex—
ponential to polynom ial. FITG does not provide topology
synthesis. ForFO TG , am ix of forward and backw ard search
techniques allowed for autom atic synthesis of the topology.
W e believe that FOTG is a better t for robustness studies
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since it targets faults directly. The com plexiy for FOTG
was quite m anageable for our case study. C orrections to er—
rors captured in the study were proposed w ith the aid ofour
m ethod and integrated into the latest PIM -DM speci cation.
M ore case studies are needed to show m ore general applica-
bility of our m ethodology.

A ppendix
I. State Space Complexity

In this appendix we present analysis for the state space
com plexity of our target system . In speci ¢ we present com —
pleteness proof of the state space and the form ulae to com —
pute the size of the correct state space.

A . State Space Com pkteness

W e de ne the space of all states as X , denoting zero or
m ore routers In any state. W e also de ne the algebraic oper—

ators for the space, where

A 1 E rror states

In general, an error m ay m anifest itself as packet dupli-
cates, packet loss, or wasted bandw idth. This is m apped
onto the state of the globalF SM as follow s:

1. The existence oftwo orm ore forwarders on the LAN w ith
one orm ore routers expecting packet from the LAN (eg. in
the N H x state) indicates duplicate delivery of packets.

2. The existence of one or m ore routers expecting packets
from the LAN wih no forwarders on the LAN indicates a
de ciency in packet delivery (jpin latency or black holes).

3. The existence ofone orm ore forw arders forthe LAN w ith
no routers expecting packets from the LAN indicates wasted
bandw idth (leave latency or extra overhead).

— for duplicates: one ormore N Hy wih two ormore Fx ;

2+

NHyx ;Fy ;X 3)

— for extra bandw idth: one ormore Fxy with zero N Hy ;

Fx ;£X NH xg) 4)

—-forblackholes or packet loss: oneorm oreN H x w ith zero
Fx ;

NHx;fX Fxg) (5)



A 2 Correct states

A sdescribed earlier, the correct states can be described by
the follow ing rule:

9 exactly one forwarder for the LAN i 9 one or more
routers expecting packets from the LAN .

—zero N Hy wih zero Fy ;

(fX NHx Fxg) (6)

—-oneormore N Hyx wih exactly oneFy ;

NHx jFx ;£X Fxg) (7)

from (B 2) and B 3) we get:

NHy ;F, ;£X Fxg @®)

if we take the union of B 8), B 5) and (B .7), and apply
B 1) weget:

NHyx;X )= NH; ;£X NHxg ©)

also, from B 4) and B 2) we get:

Fo'jfX NHyx Fxg (10
if we take the union of B .10) and B .6) we get:
FxifX NHx Fxg)= (X NHxg)
11)
taking the union of B .9) and (B .11) we get:
NHy;fX NHxg)= X ) (12)
which is the com plete state space.
B . Num ber of C orrect and E rror State Spaces
B .1 First case de nition
Forthecorrect states: (X NH Fg ) reducesthesym—

bols from which to choose the state by 2; ie. yields the
formula:

Cih+ (s 2) 1;n)=Cm+ s 3;n):

W hile WH;F;fX Fg ) reduces the number of routers

to choose by 2 and the num ber of symbols by 1, yielding:

C(h 2)+ (s 1) 1;n 2)=Cmh+ s 4;n 2):
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B 2 Second case de nition

For the correct states: (fX NH x F x g ) reduces, the

num ber of states by 4, yielding

Cin+ (s 4 1L;n)=Cmh+ s 5n):

While WHx ;Fx;fX Fxg)
routerston 2 and the symbolsto s 2 and yields

reduces the number of

4 C(n 2)+ (s 2) 1;n 2)=4 CMmh+ s 5n 2):

W e have to be carefulhere about overlap of sets of correct
For exampl N H;F;fX F x g ) is equivalent to
N Hrex;F7EX
the 1rst set and NH in the second set. Thus we need to
rem ove one of the sets WH ;F;NHr;fX F x g ), which
translates in tem s of num ber of states to

states.
F x g ) when a third router is In N Hgx In

C(nh 3)+ (s 2) 1;,n 3)=Cmnm+s 6;n 3):

A sin ilar argum ent is given when we replace F above by
Fpe1, thuswe multiply the num ber of states to be rem oved
by 2. Thus, we get the total num ber of equivalent correct
states:

Cih+s 5n)+4 Clh+s 5n 2) 2 Ch+s 6;n 3).

To obtain the E rrorStates we can use:

E rrorStates = TotalStates C orrectStates:

100 -
90 A
80 A

-«- Error States
-o-Correct States

Percentage
()]
o
L

0 | | H:mm.. - : : : - T
11121 31 41 51 61 71 81 91

number of routers (n)

Fig. 9

T he percentage of the correct and error states

Figure :_9I show s the percentage of each of the correct and
error state spaces, and how this percentage changes w ith the
num ber of routers. The gure is shown for the second case
error de nition. Sim ilar results were cbtained for the st

case de nition.



II. Forward Search A lgorithms

This appendix includes detailed procedures that inple—
m ent the forward search m ethod as described in Section ::L-V_:
It also Includes detailed statistics collected for the case study
onPIM DM .

A . Exhaustive Search

The E xpandSpace procedure given below in plem ents an
exhaustive search, where W is the working set of states to
be expanded, V is the set of visited states (ie. already ex—
panded), and E is the state currently being explored. Ini-
tially, all the state sets are em pty. The nextState function
gets and rem oves the next state from W , according to the
search strategy; if depth st then W is treated as a stack,
or as a queue ifbreadth rst.

Each state is expanded by applying the stimuli via the
Yorw ard’ procedure that in plem ents the transition rules and
retums the new stable state N ew .

ExpandSpace (in itG S tate)f
add in itG State to W
while W not em pty f
E = nextG State from W ;
add E to V ;
8 state 2 E
8 stim applying to state f
N ew = forward (E ,stim );
ifNew 2W

or v

add N ew to W ;

The initial state initG State m ay be generated using the
follow ng procedure, that produces all possible com binations
of initial states IS:.

Init (depth,G State)f
8state 2 I:S: f
add state to G State;
depth = depth -1;
if depth = 0
E xpandSpace (G S tate);
else
Init(depth, G State);

rem ove last elem ent of G S tate;

This procedure is called with the follow ing param eters:
(@) number of routers n as the initial depth and () the
em ptystate as the initial G State.
dure that does a tree search, depth rst, w ith the num ber of

It is a recursive proce—
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Expanded States
Rtrs [Exhaustive [Equiv Equiv+ Reduced [Reduction
1 14 10 9 9| 1.555556
2 52 24 18 18| 2.888889
3 178 52 30 30| 5.933333
4 644 114 48 48| 13.41667
5 2176 238 73 73| 29.80822
6 7480 496 106 106| 70.56604
7 24362 1004 148 148 164.6081
8 80830 2037 200 200 404.15
9 259270 4081 263 263 985.8175
10 843440 8198 338 338| 2495.385
11 2684665 16386 426 426| 6302.031
12 8621630 32810 528 528 16328.84
13| 27300731 65574 645 645| 42326.71
14| 86885238 131180 778 778| 111677.7
Fig. 10

Simulation statistics for forward algorithms. E xpandedS tates is

the number of visited states.

Forwards
Rtrs | Exhaustive |Equiv Equiv+ Reduced |Reduction
1 80 55 51 43| 1.860465
2 537 227 177 124] 4.330645
3 2840 730 440 263] 10.79848
4 14385 2188 970 503] 28.59841
5 63372 5829 1923 881 71.9319
6 271019 14863 3491 1430] 189.5238
7 1060120 35456 5916 2187| 484.7371
8 4122729 82916 9480 3189| 1292.797
9| 15187940 187433 14523 4477| 3392.437
10| 55951533 419422 21429 6092| 9184.428
11| 199038216 921981 30648 8079| 24636.49
12| 708071468| 2013909 42678 10483] 67544.74
13| 2.461E+09]| 4355352 58091 13353 184311
14| 8.546E+09] 9375196 77511 16738] 510576.4
Fig. 11

Simulation statistics for forward algorithms. F orw ards is the

number of callsto forward().

levels equalto the num ber of routers and the branching fac-
tor equal to the num ber of Initial state symbols JS = iss:.
T he com plexity of this procedure is given by (is3:)" .

B . Reduction U sing Equivalence

W euse the counting equivalence notion to reduce the com —
plexiy of the search in 3 ways:
1. The rst reduction we use isto Investigate only the equiv—
alent Initial states, we callthis algorithm E quiv. O ne proce—
dure that produces such equivalent initial state space is the
E quivIn it procedure given below .

E quivInit(s,i,G State)f
8state 2 S

for 3= ito 0 f

N ew = em ptystate;

fork = 0 to j

add state to N ew ;
N ew = N ew G S tate
S = trunc(s,state);
ifE §) =0

E xpandSpace(N ew );



Transitions
Rirs | Exhaustive |Equiv Equiv+ Reduced |Reduction
1 19 11 11 11 1.727273
2 90 32 31 31| 2.903226
3 343 75 65 65| 5.276923
4 1293 169 119 119| 10.86555
5 4328 347 197 197 21.96954
6 14962 722 307 307| 48.73616
7 47915 1433 449 449| 106.7149
8 158913 2889 633 633| 251.0474
9 503860 5717 857 857| 587.9347
10 1638871 11434 1133 1133| 1446.488
11 5185208 22715 1457 1457| 3558.825
12| 16666549 45383 1843 1843| 9043.163
13| 52642280 90461 2285 2285 23038.2
14| 167757882 180794 2799 2799| 59934.93
Fig.12

Simulation statistics for forward algorithms. T ransitions is the

number of transient states visited.

Error States
Rirs | Exhaustive |Equiv Equiv+ Reduced |Reduction
1 1 1 1 1 1
2 7 3 3 3| 2.333333
3 33 7 6 6 5.5
4 191 21 13 13| 14.69231
5 783 49 25 25 31.32
6 3235 115 43 43| 75.23256
7 11497 239 68 68| 169.0735
8 41977 504 101 101 415.6139
9 142197 1012 143 143 994.3846
10 491195 2057 195 195 2518.949
11 1625880 4101 258 258 6301.86
12 5441177 8237 333 333| 16339.87
13| 17751178 16425 421 421 42164.32
14| 58220193 32879 523 523 111319.7
Fig.13

Sinulation statistics for forward algorithms. T he number of

stable error states reached.

else

EquivInit(s,i 3N ew);

T his procedure is invoked w ith the follow Ing param eters: (@)
the initial set of states IS:as S, () the num ber of routers
n as i, and (c) the em ptystate as G State. The procedure
is recursive and produces the set of equivalent initial states
and invokes the E xpandSpace procedure for each equivalent
niial state. The trunc’ function truncates S such that S
contains only the state elem ents In S after the elem ent state.
For exam pl, trunc(fF;NM ;M g;F )= fNM ;M g.

2. The second reduction we use is during state com parison.
Instead of com paring the actual states, we com pare and store
equivalent states. Hence, the line ifNew 2W orV'’would
check for equivalent states. W e call the algorithm after this
second reduction E quiv+ .

3. The third reduction ism ade to elin inate redundant tran-
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sitions. To achieve this reduction we add ag check before
invoking forw ard, such as stateFlag. The ag isset to 1
when the stin uli for that speci c state have been applied.
W e call the algorithm after the third reduction the reduced
algorithm .

C . Com plexity analysis of forward search for PIM -DM

The number of reachable states visited, the number of
transitions and the number of erroneous states found were
recorded. The result is given in Figures i(é, El@, Elé, El:_; The
reduction is the ratio of the num bers obtained using the ex—
haustive algorithm to those obtained using the reduced al-
gorithm .

T he num ber of expanded states denotes the num ber of vis—
ited stable states and is m easured sim ply as the number of
states in the set V. In E xpandSpace’ procedure. T he num ber
of forwards is the num ber of tim es the Yorward’ procedure
was called denoting the num ber of transitions between stable
states. The number of transitions is the num ber of visited
transient states that are increased w ith every new state vis-
ited In the Yorward’ procedure. T he num ber of error states
is the num ber of stable (or expanded) states violating the
correctness conditions.

T he num ber of transitions is reduced from O 4" ) for the
exhaustive algorithm to O n*) fr the reduced algorithm .
This m eans that we have obtained exponential reduction in
com plexity, as shown in Figure ﬂé

1.E+5

1.E+4

1.E+3

1.E+2

1.E+1

reduction ratio in states [log]

1.E+0 L s e e e e e
1234567 8 91011121314
number of routers (n)

Fig.14

Reduction ratio from exhaustive to the reduced algorithm

III. FOTG A lgorithms

T his appendix includes pseudo-code for procedures in ple—
m enting the fAult-oriented test generation (FO TG ) m ethod



presented In Section :57‘. In addition, it includes detailed re—
sults of our case study to apply FOTG toPIM DM .

A . PreConditions

T he procedure describbed below takes as input the set of
post-conditions for the FSM stinuli and genrates the set
of preconditions. The Yvonds’ array contains the post—
conditions (ie., the e ects of the stin uli on the system ) and
is Indexed by the stim ulus. The Stin ulus’ function retums
the stimn ulus (if any) of the condition. The transition’ func-
tion retums the transition or state of the condition Eb: . The
pre-conditions are stored In an array breC onds’ indexed by
the stin ulus.

P reC onditionsf
8stim 2

8cond 2 conds[stim 1f
s = stimulus(cond);

t = transition (cond);

add t:stim to preC ondsl[s];

B . D ependency Tabk

The YependencyTabl’ procedure generates the depen-—
dency table depT able from the transition table of conditions

conds.
dependencyTablef
8stim 2
8cond 2 conds[stim ] f
endState = end(cond);
startState = start(cond);

add startState:stim to depT ablelendStatel;

g

For each state s, that is endState of a transition, a set of
startState { stim ulus pairs leading to the creation of s is
stored in the depT able array. Fors 2 I:S:a symboldenoting
initial state is added to the array entry. For our case study
IS:= fNM ;EUgqg.

C . Topolgy Synthesis

The llow ing procedure synthesizes m ininm um topologies
necessary to trigger the various stim uli of the protocol. Tt
perfom s the third and forth steps of the topology synthesis

procedure explained in Section ;j_—lé:
buildM inTopos(stim )f
8cond 2 preC onds [stim ]f
st = end(cond);
stm =

stim ulus(cond);

if type(stm ) = orig

30 If there’s a state in the condition, thism ay be viewed as state ! state

transition, i.e., transition to the sam e state.

22

add st to M inT opos[stim J;
else £
if 69T opo (stm )
buildM inTopos(stm );
8topo 2 M inT opos[stim ]

add st to M inT opos[stim J;

D . Backward Search

The Backward’ procedure calls the Rew nd’ procedure to
perform thebackward search. A set ofvisited statesV iskept
to avoid looping. For each state in G State possbl back-
ward in plications are attem pted to obtain valid backward
steps toward initial state. Backward’ is called recursively
for preceding states as a depth st search. If all backward
branches are exhausted and no initial state was reached the
state is declared unreachable.

B ackward (G State)f
if G State 2 V
return loop
add G State to V
8s 2 G Statef
bkw ds = depT able[s];
8bk 2 bkwdsf
N ew = Rewind(bk,G State,s);
if N ew = done
break;

else

Backward (N ew );

g
if all states are done
return reached
else
return unreachable

g

The Rewind’ procedure takes the global state one
step backward by applying the reverse transition rules.
Yeplace (s,st,G State)’ replaces s in G State wih st and re—
tums the new global state.
type of the backward rule bk, di erent states in G State are
rolled back. For orig and dst only the origihator and des—
tination of the stimulus is rolled back, respectively.
m cast, all a ected states are rolled back except the origi-

D epending on the stinulus

For

nator. m castD ownstream is sin ilar to m cast except that
all downstream routers or states are rolled back, whilk only
one upstream router (the destination) is rolled back.

R ew ind (bk,G State,s)f
ifbk 2 I:S:

return done;
stim = stim ulus(bk);

st = start(bk);

if type(stim ) = orig f



Total Average

]

Backwards|Rewinds |BackTracks| Backwards|Rewinds [BackTracks|

Unreachable (6 223 586 293 37.16| 97.6 48.8|
Reachable (16) | 23030| 61212 31736 1439 3825 1983
Total (22) 23253| 61798 32029 1057 2809 1455

Fig.15

C ase study statistics for applying FOTG to PIM -DM

N ew = replace(s,st,G State);
return N ew ;
g
8cond 2 preconds(stim ] &
w hile src not found f
str = start(cond);
if str 2 G state
src found
g
if src not found
return backT rack;
if type(stim ) = dst f
N ew = replace(s,st,G State);
if checkM inT opo (N ew ,stim )
return N ew ;
else
return backT rack;
if not checkC onsistency (stim ,G S tate)
return backT rack;
N ew = G State;
if type(stim ) = m cast
8cond 2 condsstim ]
if end (cond) 2 G State & not src
N ew = replace(end,start,G State);
if type(stim ) = m castD ow nstream
8cond 2 conds[stim ]
if end (cond) 2 G State & not upstream
N ew = replace(end,start,G State);
else ifend 2 G State & upstream
N ew = replace(end,start,G State) once;
if checkM inTopo (N ew ,stim )

return N ew ;

return backT rack;

g
T he follow ing procedure checks for consistency of applying
stim to G State.

checkC onsistency (stim ,G State)f
8cond 2 condsstim ] & cond has transition
if start(cond) 2 G S tate
return False;
else

return True;
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T he follow ing procedure checks ifG S tate contains the nec—
essary com ponents to trigger the stim ulus.

checkM inTopo (G State,stim )£

if 9M in T opos([stim ] G S tate

return T rue;
else

return False;

E . Sinulation resuls

W e have conducted a case study of PIM DM analysis us-
g FOTG .A totalof 22 topologies were autom atically con—
structed using as faults the selective loss of Jonn/P rune,
G raft, and A ssert m essages. O ut of the constructed topolo—
gies (or globalstates) 6 were unreachable globalstatesand 16
were reachable. T he statistics for the totaland average num —
ber ofbackw ard calls, rew ind calls and backtracks is given in
Figure Elé

A though the topology synthesis study we have presented
above is not com plkte, we have covered a large num ber of
comer cases using only a m anageable num ber of topologies
and search steps.

To obtain a com plte representation of the topologies, we
suggest to use the sym bolic representation El-: presented in
Section ',_'L-I_?'E Based on our iniial estin ates we expect the
num ber of sym bolic topology representations to be approx—
in ately 224 topologies, ranging from 2 to 8-router LAN
topologies, for the single selective loss and single crash m od—
els.

F . Experim ental statistics for PIM DM

To Investigate the utility of FO TG as a verd cation toolwe
ran this set of sim ulations. T his is not, however, how FOTG
isused to study protocol robustness (see previous section for
case study analysis).

W e also wanted to study the e ect ofunreachable stateson
the com plexiy of the veri cation. The simn ulations for our
case study show that unreachable states do not contribute
in a signi cant m anner to the com plexiy of the backward
search for Jarger topologies. Hence, In orderto use FOTG as
a veri cation tool, it isnot su cient to add the reachability
detection capability to FOTG .

T he backward search was applied to the equivalent error
states (for LAN sw ith 2 to 5 routers connected). T he sin ula—
tion setup Involved a callto a procedure sin ilarto EquivIinit’
in Appendix IIB, wih the param eter S as the set of state

31 e have used the repetition constructs 0/, 1/, “*’.



Backwards

total average
all states JReachable |Unreachable]all states Reachable JUnreachable
280 64 216 10.77 7111 12.71
3965 1056 2909 38.12 37.71 38.28
58996 30694 28302 180.4 383.7 114.6
899274 612009 287265 1021 3255 414.5

Number of calls to Backward()

Rewinds
total average
all states JReachable |Unreachable]all states |Reachable JUnreachable
471 116 355 18.12 12.89 20.88
8309 2379 5930 79.89 84.96 78.03
134529 71954 62575 411.4] 899.4 253.3
2067426 1414365 653061 2347 7523 942.4

Number of calls to Rewind()

BackTracks
total average
all states JReachable |Unreachable]all states JReachable JUnreachable
163 30 133 6.269 3.333 7.824
3459 946 2513 33.26 33.79 33.07
60321 32684 27637 184.5 408.6 111.9
950421 656028| 294393 1079 3490 424.8

Number of back tracks
for Error states
Fig.16

Simulation statistics for backward algorithms

sym bols, and after an error check was done a call ism ade to
the Backward’ procedure instead of E xpandSpace’.

States were classi ed as reachable or unreachable. For the
four topologies studied (LANswith 2 to 5 routers) statistics
were m easured (eg. m ax, m in, m edian, average, and total)
for num ber of calls to the Backward’ and Rew ind’ proce-
dures, and the number of backTracks were m easured. As
shown in F jgureilé, the statistics show that, as the topology
grow s, all the num bers for the reachable states get signif-
icantly larger than those for the unreachable states (as in
Figure i?:), despite the fact that that the percentage of un-
reachable states increases w ith the topology as In F igure ié .
The reason for such behavior is due to the fact that when
the state isunreachable the algorithm reachesa dead-end rel-
atively early (by exhausting one branch of the search tree).
H owever, for reachable states, the algorithm keepson search—
ng until it reaches an Iniial global state. Hence the reach-
able states search constitutes them ajpr com ponent that con—
tributes to the com plexity of the algorithm .

G . Resuls

W e have in plem ented an early version of the algorithm in

and used it to drive detailed sin ulations of PIM -DM therein,
to verify our ndings. In this section we discuss the resuls of
applying ourm ethod to PIM DM . T he analysis is conducted
for single selective m essage loss.

For the follow ing analyzed m essages, we present the steps
for topology synthesis, forward and backward in plication.
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Percentage of reachable/unreachable error states using FOTG

G 1 Join

Follow ing are the resulting steps for join loss:
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Synthesizing the G lobal State

1. Set the inspected m essage to Join

2. The startState of the post-condition is Fqg¢ p e1=) 61 = £F 4 p 19

3. The state of the pre—condition isN H j =) G = fN H i;Fj_D e19

4. The stimulus of the pre—condition is P rune. Set the inspected m essage

to P rune

5. The startState of the post-condition is Fj w hich can be im plied from

Fypelin Gy

25

6. The state of the pre-condition isN Cy =) Gy = £NH j;Fjp o1iN Cyg LAN
7. The stim ulus of the pre-condition is L . Set the inspected m essage to L Fiq.19
8. The startState of the post-condition is N H which can be im plied from A topology having a fFl;Fj;:::;Fkg LAN
NC in G
9. The state of the pre-condition is E xt, an external event
Forw ard im plication
: Join P
w ithout loss: G 1 = fNHi;Fj_D el1iN Cyg T Gy = fNHi;Fj;NCkg Synthesizing the G lobal State
correct state 1. Set the inspected m essage to G raftg oy
loss w.rt. R4: ENH j;F4p ¢1iN Cyg DlelGHl = INH {;NF4;NCyg 2. The startState of the post-condition isNF =) Gg = fNFg
error state 3. the endState of the pre—condition is N Hpg ¢y =) G = fNF;NHp 9
B ackw ard im plication 4. The stim ulus of the pre-condition is G rafty ,
_ R R P rune _ . FPkt ) ) )
Gp = ENH ;Fype1iNCyg Gy 1 = ENH;Fi;NCyg 5. The startState of the post-condition is N H , im plied from N H p ¢y in G
SPkt HJj _ ; .
Gp 5= fM ;FNM g Gp 3= £M ;EU§NM g G 4 = 6. the endState of the pre—condition is N H which m ay be im p lied
fN M 7. the stim ulus of the pre—condition is H J, which is E xt (external)

7EU§;NM gg= I:S:

Losing the Join by the forwarding router R 5 leads to an
error state where router R; is expecting packets from the
LAN, but the LAN has no forwarder.

G 2 A ssert

Follow ng are the resulting steps for the A ssert loss:

Forward Im plication

Graft
w ithout loss: G = fN H ;N F g !

G raftg oy G A ck

T x
G141 = fNHRxiNFg

Gryp= fNHRyiFg G143 = fN H ;F g correct state

Graft
with loss of Graft: G = £N H ;N F g P Tx T im er

G raf’tT x

Gr+1 = INHRexiNFg

Graftg oy
Gryp= fNH;NFg Gry3= fNHpyiNFg !
G A ck

Griyq= fNHRxiFg G145 = fN H;F g correct state

Synthesizing the G lobal State

1. Set the inspected m essage to A ssert

2. The startState of the post-condition isFy =) G = fF g

3. The state of the pre—condition isF; =) G = fF;F g

4. Stim ulus of pre—condition is F P kty. Set inspected m essage to F P kt

J

5. The startState of the post-condition is E U ;, im plied from F; in G j

6. The state of the pre-condition is F 50 already in G

7. Stim ulus of pre-condition is SP ktj. Set inspected m essage to SP ktj

8. The startState of the post-condition is N F 5, im plied from Fj in G 1

9. The stim ulus of the pre—condition is E xt, an external event

Forw ard Im plication

A ssert;
Gp = fFi;F g !

G141 = £F4;NF 4g error

B ackw ard Im plication

FPkty SP kty
Gp= fFi;Fyg Gp 1= fEU;;Fyg Gp ,=fEU;;EU4g= I:S:

The error in the A ssert case occurs even in the absence
of m essage loss. T his error occurs due to the absence of a
prune to stop the ow of packets to a LAN with no down—
stream receivers. This problem occurs for topologies w ith
Gi = fFi;F5;:::;Fg, as that shown In Figure ié

G 3 Graft

Follow ng are the resulting steps for the G raft loss:

W e did not reach an error state when the G raft was lost,
w ith non-interlaving extemal events.

H . Interleaving events and Sequencing

A Graft message is acknow ledged by the Graft Ack
(G A ck) m essage, and if not acknow ledged it is retransam itted
when the retranam ission tin er expires. In an attem pt to cre—
ate an erroneous scenario, the algorithm generates sequences
to clear the retranam ission tin er, and insert an adverse event.
Since the G raft reception causes an upstream router to be—
com e a Prwarder for the LAN , the algorithm interleaves a
Leave event as an adversary event to cause that upstream
router to becom e a non-forw arder.

To clear the retransm ission tim er, the algorithm insertsthe
transition (N H GACkN H rtx) In the event sequence.
Forw ard Im plication
G: = fNH;NFg - o>
Gi1+2 = fN H ;N F g error state.

fNHrw;NFg 1"

G 1+1 =
B ackw ard Im plication:
U sing backw ard in plication, we can construct a sequence
ofevents leading to conditions su cient to trigger the GA ck.
=
From the transition table these conditionsare fN H g o ;F o2

G: = fNH;NFg " G; . = fNC;NFg "¢, =

32\ e do not show allbranching or backtracking steps for sim p licity.




N C;Fp 19

P rune L

Gr1 3 fNC;Fg

fNHRtx;Fg.

To generate the G A ck we continue the backward in plica—
tion and attem pt to reach an initial state:

Gr 4= fNHruiFg "G s= fNHpe ;NFg = %
G:r ¢ = fNH;NFg "G 7= INC;NFg "'G: g =
fN C;Fp 19 Frune G: 9 = fNC;Fg e G110 =
INM;Fg "G 1 11= fNM ;EUg= IS:

Hence, when a Graft followed by a P rune is interleaved
w ith the G raft loss, the retransm ission tim er is reset w ith
the receipt of the GA ck for the rst G raft, and the system s

ends up In an error state.
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